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Causality, Impartiality and Evidence-Based Policy 

 

1. Introduction 

Randomisation, the assignment of experimental subjects to treatment groups by means of a 

random number generator, was first systematically applied in psychic research in the late nineteenth 

century and became popular in statistics after Ronald Fisher advocated its use in 1926 (Hacking 

1988). In medicine and development economics, the two sciences we will focus on in this chapter, 

randomised trials are now widely regarded as the ‘gold standard’ of evidence. The overall aims of 

this chapter are to compare the use of randomised evaluations in these two sciences and to assess 

their ability to provide impartial evidence about causal claims. In short, we will argue that there are 

no good reasons to regard randomisation as a sine qua non for good evidential practice in either sci-

ence. However, in medicine, but not in development economics, randomisation can provide impar-

tiality from the point of view of regulatory agencies. The intuition is that if the available evidence 

leaves room for uncertainty about the effects of an intervention (such as a new drug), a regulator 

should make sure that such uncertainty cannot be exploited by some party’s private interest. We will 

argue that randomisation plays an important role in this context. By contrast, in the field evaluations 

that have recently become popular in development economics subjects have incentives to act strate-

gically against the research protocol which undermines their use as neutral arbiter between conflict-

ing parties. 

2. Background: Randomised Clinical Trials as a Public Policy Tool 

Randomised Clinical Trials (RCTs) are medical experiments in which alternative treatments 

for a condition are administered to at least two groups of patients in order to see which one is the 

safest and most effective for future cases. Unlike other experimental designs in medicine and else-

where, RCTs have achieved some public notoriety throughout the last five decades thanks to the 

role they play in pharmaceutical regulation. The commercial distribution of novel drugs will only be 

authorised by regulatory agencies such as the American Food and Drug Administration (FDA) if 

their safety and efficacy is proved in two RCTs. 

RCTs come to solve a problem in public policy: by their own means, consumers cannot as-

certain the quality of a drug, either by simple inspection of their appearance (shape, size, smell…) or 

by their price. Depending on the circumstances of the patient, the natural rate of variability of their 
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effects (positive or negative) prevents a reliable assessment on the basis of individual experience 

alone. When buyers or sellers cannot directly determine the quality of a good or service, economic 

adverse selection can lead to the elimination of all trade in a market (Akerlof 1970; Wilson 2008): put-

ting it very simply, if consumers know that there is a percentage of cheap, bad quality drugs, they 

will be reluctant to pay the price requested for good quality compounds, and the producers of the 

latter may end up leaving the market. Regulation may be justified to remedy this type of market fail-

ure whose consequences can be fatal for the consumers (because they need the good-quality drugs). 

RCTs are one way to provide the grounds for an evidence-based pharmaceutical policy: the 

regulator will make a decision on the marketing of a new drug depending on the evidence RCTs 

yield about its safety and efficacy. One may wonder, however, why RCTs are regarded as credible, 

given the conflicts of interest that pervade the pharmaceutical markets. Historically, physicians, 

pharmacists and patients have supported their favourite treatments, seeking whatever evidence con-

firmed their views and questioning, with the same passion, the quality of any piece of adverse evi-

dence. Why should they now accept RCTs?  

A standard sociological response is because in democratic societies RCTs provide an appear-

ance of mechanical objectivity that seems more acceptable than mere expert clinical judgement: the sta-

tistical apparatus underlying RCTs proceeds impartially, impervious to the particular interests that 

may bias the judgement of the individual expert. But, so the standard response continues, mechani-

cal objectivity is a mere appearance caused by a numbers whose statistical justification lay audiences 

cannot grasp (see for instance Porter 1995; Marks 1997). 

In these sociological accounts ‘mechanical objectivity’ contrasts with ‘expert judgement’. So-

called ‘evidence-based medicine’ (e.g., Sackett et al. 1996) is a paradigmatic example for the perennial 

attempts to replace the latter by the former. In pre-evidence based medicine the standard approach 

to assessing the efficacy of new treatments was heavily influenced by clinicians’ judgements. But cli-

nicians, like all experts, may be inattentive, ill-informed, partial (to this or that therapy) or otherwise 

biased. Moreover, an expert’s decision is not transparent to outsiders (in this case, patients). There 

are therefore good reasons to limit the influence of the clinician’s judgement to a minimum and re-

place it with ‘objective evidence’. Objective evidence is sometimes called ‘mechanical’ when it is 

produced by mechanical methods such as RCTs. An RCT is a mechanical method in that its imple-

mentation follows strict and explicit rules – divide the test population into two groups by means of a 

random allocation mechanism, blind subjects and treatment administrators, follow specific stopping 
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rules etc. Unlike expert judgements, such mechanical rules are transparent. This means that they can 

be publicly debated, scrutinised and criticised. 

Over the last ten years philosophers of science such as Nancy Cartwright and John Worrall 

have challenged the epistemic foundations for RCTs (e.g., Cartwright 2007; Cartwright and Munro 

2009; Worrall 2002; 2007).. They appraise RCTs as tools for causal inference. In their – philoso-

phers’ – approach, impartiality is at best a by-product of causal analysis: if one can establish objec-

tively that a drug is effective in curing a given condition, this judgement is independent from what-

ever interest there might be at stake in the experiment. Both Cartwright and Worrall conclude that 

RCTs are not completely reliable tools for causal inference and therefore we should we should con-

sider alternative sources of evidence for our regulatory decisions, including expert judgement. In the 

following section we will examine Cartwright’s criticism in more detail. 

3. RCTs as ‘Gold Standard’ of Evidence for Causal Claims 

According to Nancy Cartwright, RCTs are just one method among others for warranting 

causal claims. In her terminology it is a ‘clinching’ method in that it proceeds in a deductive fashion: 

if its assumptions are met and the observable evidence is positive, then we can safely affirm the causal 

claim. However, the premises are restrictive and therefore the range of conclusions narrow (Cart-

wright 2007).  

Ideal RCTs test causal claims about the narrow efficacy claims of drugs in a given population 

following Mill’s method of difference. Given an observed outcome (O), we study the probability of 

the difference between outcomes with and without the treatment intervention (T) in two groups of 

patients drawn from a population φ. In these two groups, all causally relevant factors other than T 

are equally distributed. (This is what randomisation is supposed to achieve; more on that later.) 

Therefore, the observed difference in O must be an effect of T. To show that the effectiveness 

claim follows deductively, we need a number of further assumptions. 

The first assumption is a causal fixing condition (Cartwright and Munro 2010, p. 261): the prob-

ability of an effect is fixed by the values taken by a full set of its causes. Cartwright adopts a version 

of Suppes’ probabilistic theory of causality which states that for an event-type T preceding event-

type O in a population Θ,  

T causes O in Θ iff P(O/T&Ki) > P(O/¬T&Ki)  

for some subpopulation Ki, with P(Ki) > 0. 
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Cartwright further assumes that the individuals in the sample are all governed by the same 

causal structure CS, described by a probability distribution P. According to Cartwright, “P is defined 

over an event space {O, T, K1, K2,. . ., Kn}, where each Ki is a state description over ‘all other’ caus-

es of O except T”. Conditioning on these potential confounding factors, we can attribute the remaining 

difference between P(O/T&Ki) and P(O/¬T&Ki) to the causal link between T and O. In an ideal 

RCT, claims Cartwright (2007, p. 15), the Ki are distributed identically between the treatment and 

control groups. Hence any difference in outcome between groups can be causally attributed to T in 

at least one Ki relative to the causal structure CS described by P. This is the conclusion ideal RCTs 

can clinch. However, according to Cartwright, we need further assumptions still if we want to gener-

alise this conclusion to some target population Θ.  

If we want to affirm, for instance, that T causes O in at least some members of Θ, Cart-

wright (2007, p. 17) argues, we need assumptions of this kind: 

(a) At least one of the subpopulations (with its particular fixed arrangement of ‘other’ causal 

factors) in which T causes O in φ is a subpopulation of Θ. 

(b) The causal structure and the probability measure is the same in that subpopulation of Θ 

as it is in that subpopulation φ. 

The warrant for these assumptions too is supposed to come from randomisation but we 

cannot judge whether a group of patients constitutes a random sample without a previous idea of 

what factors are to be equally represented (Cartwright 2007, p. 18). In a trial we want to form, on the 

one hand, two treatment groups that are balanced with respect to known relevant prognostic factors. 

On the other hand, we want to avoid unknown confounders to affect the result. Randomisation 

supposedly helps us in achieving both goals, but it is neither necessary nor sufficient to that effect. 

By sheer chance, a random allocation may yield an unbalanced distribution of the prognostic factors 

between the treatment groups (these are called ‘baseline imbalances’). This may bias the comparison 

between treatments and invalidate the experimental results, and when imbalances occur, trialists usu-

ally try to correct them (e.g., by repeating the randomisation). Unknown confounders may differen-

tially influence the outcome in one of the groups even after a randomised allocation of treatments. 

Further randomisations at each step in the administration of the treatment (e.g., which nurse should 

administer the treatment today?) may avoid such interferences, but this impracticable. Declaring 
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such disturbances as negligible, as many experimenters do, lacks any justification in the assumed sta-

tistical methodology (Urbach 1985; Worrall 2007). 

Both the correction of imbalanced allocations and the decision to randomise at different 

stages of the trial beyond the allocation of treatments require extra-statistical expert judgement. 

Against the ideal of mechanical objectivity, we need an expert who can handle different sources of 

evidence other than the trial to justify the acceptance of assumptions (a) and (b). More precisely, we 

need someone who can certify that randomisation, the main warrant of (a) and (b), has indeed 

worked. Without this judgement, subjective and intransparent as it may be, we cannot safely general-

ise the conclusions of the trial to its target population, i.e., ascertain its external validity. Expert 

judgements are naturally fallible too but, according to Cartwright (2007, p. 19) to rely on mechanical 

methods without expertise and watch out for failures is no satisfactory response. 

4. External validity and impartiality in regulatory RCTs 

Today the American Food and Drug Administration (FDA) is probably the institution that 

makes the most systematic use of RCTs for regulatory purposes in the world, but has not always 

been so. Between 1900 and 1950 expert clinical judgement was the main criterion in the assessment 

of the properties of pharmaceutical compounds, in the United States as well as in other countries 

such as Britain. An experienced clinician would administer the drug to a series of patients he would 

consider likely to benefit. His or her conclusions would be presented as a case report, informing of 

the details of each patient’s reaction to the treatment. The regulatory authorities in the United States 

and Britain arranged official drug testing depending on the standards adopted by the research com-

munity within their respective medical professions. Until the 1960s, regulatory decisions were fun-

damentally based on expert judgements of this sort. Clinical judgement came to be discredited in the 

United States because a group of methodologically-minded pharmacologists took over the FDA and 

imposed their views on the superiority of RCTs through regulatory means. This was the triumph of 

mechanical objectivity against expert judgement. 

During the 1960s and 1970s, RCTs became mandatory for regulatory decisions in different 

degrees. In the United States, before the 1960s, the FDA was entitled only to test the safety but not 

the efficacy of pharmaceutical compounds. In the late 1950s there were voices in the FDA demand-

ing stricter testing standards linking safety and efficacy, under increasing public mistrust in the 

pharmaceutical industry, prompted in part by the thalidomide scandal.  
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Under the trade name Contergan one million West Germans consumed thalidomide as a seda-

tive in the early 1960s, and many more people around the world after that. Reports showing an asso-

ciation between the drug and peripheral neuropathy were soon published in medical journals. Later 

reports of serious birth defects when the drug was consumed by pregnant women surfaced. Only 

then did the manufacturer withdraw the drug from European markets. Eight thousand babies had 

been already born with severe deformities. At that point, there was no clear regulatory standard 

about the safety of a compound, neither in the United States nor in Europe. 

The thalidomide scandal gave them the opportunity to put their views in effect in the 1962 

Drug Efficacy Amendment to the Food, Drug and Cosmetics Act. It required from the applicant 

“adequate and well-controlled clinical studies” for proof of efficacy and safety (although the defini-

tion of a well-controlled investigation would not be clarified until 1969, when it was formally quanti-

fied as two well-controlled clinical trials plus one prior trial or posterior confirmatory trial). It has 

been claimed, correctly in our view, that this set of regulations created the modern clinical trial in-

dustry (Carpenter and Moore 2007). In the following three decades, pharmaceutical funding would 

boost the conducting of RCTs (by the thousands) in the United States and abroad. 

The regulatory approach of the FDA surely constitutes a canonical instance of an evidence-

based policy or, more precisely, an RCT-based policy. It is worth noting that the FDA does not take 

the external validity of an RCT for granted. A drug trial is usually divided in four phases. Phase I 

focuses on finding the appropriate dosage in a small group of healthy subjects (20-80 patients); tox-

icity and other pharmacological properties of the drug are examined. In phase II, between 100 and 

200 hundred patients are closely monitored to verify the treatment effects. If treatment effects are 

detected, a third phase involving a substantial number of patients begins in which the drug is com-

pared to the standard treatment. This is usually referred to as ‘the’ RCT. If the new drug proves to 

be at least as good as the existing therapies and the pharmaceutical authorities approve its commer-

cial use, phase IV starts: the drug is freely prescribed and sold; adverse effects are monitored and 

morbidity and mortality studies are undertaken. 

In other words, the FDA, as other regulatory agencies, does not take the external validity of 

the RCTs for granted when it approves a new substance. In the post-market surveillance phase IV, 

the FDA collects adverse event reports from various sources and conducts epidemiological studies 

to assess their relevance, keeping track of the validity of the results of their trials in the general popu-

lation. The authority and resources of the FDA at this stage are disproportionately smaller than at 
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any previous point in the approval process. And the assignment is large: apart from monitoring ad-

verse reports, the agency also has to considerissues in labelling, advertising or the inspection of pro-

duction and storage facilities, to name but a few. Hence, one should appraise the figures collected at 

this fourth phase cum mica salis. But we think they are relevant in the context of our analysisof the 

reliability of RCTs.  

Changes in drug labelling constitute a first approximation to the number of minor or major 

failures at phase III trials. According to Dan Carpenter (2010, p. 212), the FDA has relied on these 

changes as a cheap regulatory strategy, given the available resources, as compared with pursuing 

withdrawal or a change in advertising and prescribing practices (advertising and prescription are only 

lightly regulated in the United States as compared to Europe). As long as the label records potential 

safety threats, the FDA can claim that the consumer has been warned. Each label change requires an 

application for approval, which creates a data record. Dan Carpenter has compiled it in the follow-

ing table, where it is compared to other product changes for the same periods: 

 

Table 1 (Carpenter 2010, p. 613) 

Carpenter (2010, p. 623) summarises it as follows: from 1980 to 2000 the average new mo-

lecular entity received five labelling revisions after approval, about one for every three years of mar-
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keting after approval. Only one in four drugs had no labelling revisions at all. The data are obviously 

too coarse to decide what went wrong, if anything, in the phase-III RCTs. Several explanations are 

possible: for instance, the trials might have been too brief to detect adverse effects (e.g., toxicity or 

cardiovascular events). In the context of Cartwright’s analysis, we may suspect that the patients’ 

sample might have been unrepresentative of the patients that finally used the therapy. In a rough 

sense, the list of prognostic factors and potential confounders used to define the eligibility criteria 

was incomplete and randomisation could not correct this flaw. If we take external validity in an 

equally rough sense, Carpenter’s data would suggest that Cartwright points out correctly the limita-

tions of causal inference in RCTs: the two phase III RCTs that granted the approval of the drug do 

not usually capture the full range of effects of a drug. 

However, it is useful to compare these figures with drug withdrawals. We should always bear 

in mind that phase III trials are testing the safety and efficacy of a compound, but not their full 

range of effects, which are only seen in phase IV. The figures should be taken again with caution, 

since, as Carpenter (2010, ch. 9) warns, the negotiation of each withdrawal depends on a number of 

circumstances outside and inside the agency, among which a prominent one is the time constraints 

for the review process (cf. Carpenter et al. 2008). However, very few compounds have been with-

drawn from the market in the United States during the last five decades for lack of safety or efficacy 

after receiving the authorisation of the FDA: if we exclude the drugs approved just before the new 

legal deadline established in 1992, for which security issues seem to be more prominent, between 

1993 and 2004 only 4 out of the 211 authorised drugs were withdrawn. 

If we thus take label revisions and market withdrawals as rough indexes of the external valid-

ity of the regulatory trials approved by the FDA, we may conclude that the procedure is not fool-

proof (in the sense of anticipating every safety threat a drug may pose), but that it does not fare 

completely badly either. Its main effects are reasonably well anticipated. Of course, this is a black-

box argument: we know that the four-phase regulatory system at the FDA screens off dangerous 

compounds, but perhaps this is just because the pharmaceutical industry does not dare to submit 

any potentially dangerous new compound. Assuming that the FDA system works (and very few 

people question that it does), RCTs certainly do not explain its success alone. Lots of formal and 

informal causal knowledge is acquired in the first two phases and it is put to test not only in the 

RCTs, but by the subsequent epidemiological surveillance, if the drug is approved.  
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Expert judgement contributes to all the four phases, and even if the decision to authorise a 

drug is taken at the third phase, the decision is not mechanical, precisely because the external validity 

of a trial cannot be taken for granted. But this is something pharmacologists have known right from 

the beginning: the regulatory system at the FDA was established to deal with causal uncertainty. 

During most of the second half of the 20th century pharmaceutical research advanced through a so-

called molecular lottery: compounds were synthesised and tested on animals without any clear theoreti-

cal guidance and even when they had an interesting therapeutic effect, there often was no grasp of 

the precise mechanism responsible for it. RCTs allowed pharmacologists to deal with this causal un-

certainty about drugs, focusing on the probability of attaining certain treatment outcomes under a 

given range of prognostic factors.  

But if RCTs rely so crucially on expert judgement, we may wonder why they were considered 

an improvement over the older methodology. One of us has defended elsewhere that all the in-

volved parties explicit sought a testing methodology with warrants of impartiality against the poten-

tial conflicts of interest arising in the trial (Teira 2011a,b). The 1950s saw a boom in industrial drug 

production (some of which were “wonder drugs” such as antibiotics, but many were just combina-

tions of already available compounds) and, simultaneously, in pharmaceutical advertising that caused 

much confusion among practitioners about the therapeutic merit of each product (Marks 2000, p. 

346). For therapeutic reformers, RCTs with their strict research protocol provided the information 

about drugs that “sleazy advertising” was trying to disguise with “badly scissored quotes”, “pharma-

ceutical numbers racket”, “detail men” visits and so forth (Lasagna 1959, p. 460-461). Adopting 

RCTs as a regulatory tool allowed the FDA to justify the impartiality of their decisions about treat-

ments before patients, physicians and the pharmaceutical industry (Teira 2011a,b).  

In this respect, randomisation was considered more as a debiasing procedure than a tool for 

causal inference. Randomisation prevents researchers from allocating treatments to patients accord-

ing to their personal interests, so that the healthiest patients get the researcher’s favourite therapy. 

As mentioned above, such unbalanced allocations can happen nonetheless by chance. But randomi-

sation is still a warrant that the allocation was not done on purpose with a view to promoting some-

body’s interests. A priori the experimental procedure is impartial with respect to the interests at stake. 

Of course, in Cartwright’s causal approach randomisation would just be a tool for control-

ling the probabilistic dependences arising from selection biases in the experimental and the control 

group, making sure that they are the same in both treatment groups except for the treatment. To 
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understand randomisation in this way is perfectly appropriate from a methodological point of view 

but this is not how it was understood by those who introduced it into the regulatory system. Given 

how little was known about causation in RCTs at the time, randomisation was not sought for its 

contribution to causal analysis but rather for preventing anyone to exploit this uncertainty about 

causation for her own benefit. The same justification applies to other standard features of RCTs 

such as masking treatments or having pre-established decision rules for the interpretation of the re-

sults (as in significance testing): they provide a priori warrants for the impartiality of the trial.  

The research protocol in RCTs constrains expert judgement at various critical points in the 

generation and interpretation of clinical evidence during a trial. In this sense, pharmaceutical regula-

tion is based as much on the impartiality of its evidential base as on the accuracy of its causal conclu-

sions. Perhaps there are other sources of evidence whose external validity is as good as RCTs, but it 

is an open question if they can be as impartial as the latter. Impartiality is crucial for public policy 

and it seems a defensible decision to adopt RCTs instead of mere expert judgement for regulatory 

purposes: at least, the former provide certain warrants of impartiality. 

An obvious objection, of course, is that RCTs are not actually impartial. There is evidence 

showing for instance a sponsor bias: industry funded trials published are more likely to support the 

experimental therapy than the standard alternative, despite their good methodological quality. We 

know that RCTs do not control every possible source of bias: e.g., the research protocol does not 

impose any constraint on the research question that trials should address, and there is no obvious 

way to decide which one should it be. But rather than an objection against RCTs it should be a gen-

eral caveat about every possible source of clinical evidence: the easier it is to manipulate the method, 

the less we should rely on the evidence it produces for regulatory purposes.  

Summing up, despite the problems with their external validity, regulatory RCTs have been 

reasonably efficient in keeping the American pharmaceutical market clear of unsafe or inefficacious 

compounds. Moreover, despite all the label revisions, the American public has considered the FDA 

a reliable regulator (Carpenter 2010) and we contend that this is because RCTs provided a warrant 

of impartiality for their decision, despite the inherent uncertainty of phase-III trials. If we had full 

information about the effects of a therapy, impartiality would be warranted by default. However, 

short of that we need to make sure that a regulatory decision is fair despite their inherent imperfec-

tion.  
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5. The impartiality of randomised field evaluations 

The assessment of public policy programmes through large-scale randomised field evalua-

tions (RFEs) is already several decades old (the 1968 New Jersey negative income tax experiment is 

often considered to be a pioneering example). Usually the interventions assessed deal with one or 

another aspect of the welfare of large populations and testing them is expensive, though the cost of 

the actual implementation of the programme would be significantly more so. Around 200 RFEs 

were run in the United States between 1960 and 1995 (Orr 1999), with more or less convincing re-

sults.  

In the last decade, there has been an explosion of interest in RFEs among development 

economists. Several programmes for improving health or education, different microfinance and 

governance schemes have been tested in a number of developing countries. A success story is the 

PROGRESA programme implemented in Mexico in 1998. PROGRESA aimed at improving school 

performance through a system of direct transfers conditional on family income, school attendance 

and preventive health measurements. The amount of the allocation, received directly by the mothers, 

was calculated to match the salary of a teenager. In order to test the effects of PROGRESA (and 

with a view to secure its continuation if there was a change in government), a team at the Ministry 

chose 506 villages implementing PROGRESA in a randomly selected half of them. The data showed 

an increase in teenager enrolment in secondary education significantly higher in the experimental 

group, with concomitant improvements in the community health. The experiment was considered 

convincing enough to ground the extension of the scheme to more than thirty countries. 

The boom of RFEs in development economics may owe something to their costs: in devel-

oping countries, the costs for running these programmes are significantly lower than, say, in the 

United States and nongovernmental organisations can implement them in a quick and efficient 

manner. But there is also a sense of political opportunity among these social experimentalists. A 

leading one, Esther Duflo, puts it as follows: just as RCTs brought about a revolution in medicine, 

RFEs can do the same for the assessment of our education and health policies in fighting poverty 

(Duflo 2010, p. 17). 

Nonetheless, Duflo acknowledges that RFEs can involve many methodological pitfalls. Ran-

domisation is a case in point. Field experimentalists in economics expect it to provide a solid foun-

dation for causal analysis, and we have already discussed Cartwright’s criticism of this idea. In this 

section we discuss further whether we can take RFEs in development economics to be impartial. 
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More precisely, our question is whether randomisation is an as credible warrant of impartiality in 

field trials development in economics as it is in medical RCTs. We think not. 

Let us present our case by drawing on an analysis due to James Heckman. In 1992, Heckman 

published a seminal paper containing “most of the standard objections” against randomised experi-

ments in the social sciences. Heckman focused on the non-comparative evaluation of social policy 

programmes, where randomisation simply decided who would join them (without allocating the rest 

to a control group). Heckman claimed that even if randomisation allows the experimenters to reduce 

selection biases, it may produce a different bias. Specifically, experimental subjects might behave dif-

ferently if joining the programme did not require “a lottery”. Randomisation can thus interfere with 

the decision patterns (the causes of action) presupposed in the programme under evaluation.  

Let us briefly present Heckman’s semi-formal analysis. Let D represent participation in a 

programme and Y the outcome of participating. These two variables are related as follows: 

 Y = Y1 if D = 1  [The outcome of participating] 

 Y = Y0 if D = 0  [The outcome of not participating] 

Heckman presumes that the values of Y0 and Y1 are causally determined by some umbrella 

variables X0 and X1:  

Y1 = g1(X1) 

Y0 = g0(X0) 

If we are evaluating a training programme, and Y1 is the outcome attained by the partici-

pants, we may presume it to be determined by their previous education, age, etc. (X1). Participation 

in the programme is determined in turn by another umbrella variable Z, with a subset of values Ψ: 

If ; otherwise D = 0 

For instance, participation may depend on certain values of income, employment etc., all 

captured by Z. The collection of explanatory variables in the programme assessment is thus C = (X0, 

X1, Z): the outcome depends on certain antecedent factors (captured by Xi) and on participation (Z). 

We usually do not have full information about C: the available information is represented by Ca. If 

we conduct an experiment to assess this programme, we try to determine the joint probability distri-

bution of Y1, Y0, D conditional of a particular value of Ca = ca: 

F(y0, y1, d | ca). 
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In order to make his first objection, Heckman suggests we should distinguish between regu-

lar participation in a programme (captured by D) and participation in the programme in an experi-

mental regime, where participation is randomised. This is captured by a second variable D*: 

D* = 1 if a person is at risk for randomisation 

 D* = 0 otherwise. 

If p is the probability of being accepted in the programme after randomisation, the possibil-

ity of testing the programme through randomised tests depends on the following assumption: 

Pr(D = 1|c) = Pr(D*= 1|c, p). 

In other words, we need to assume either that:  

(a) Randomisation does not influence participation; or, 

(b) if it does influence participation, the effect is the same for all the potential partici-

pants; or, 

(c) if the effect is different, it does not influence their decision to take part in the pro-

gramme.  

Heckman’s main objection is that randomisation tends to eliminate risk-averse persons. This 

is only acceptable if risk aversion is an irrelevant trait for the outcome under investigation – i.e., it 

does not feature in C. However, even if irrelevant, it compels experimenters to deal with bigger 

pools of potential participants in order to meet the desired sample size, so the exclusion of risk-

averse subjects does not disrupt recruitment. But bigger pools may affect in turn the quality of the 

experiment, if it implies higher costs. One way or another, argues Heckman, randomisation is not 

neutral regarding the results of the experiment. 

Heckman’s analysis is causal: randomisation can create a self-selection bias distorting the 

sample of participants on which any inference should rest. We are going to argue that it is impossi-

ble to correct this self-selection bias without putting in question the impartiality of the trial. The 

threat of partiality does not come in this case from the researchers, but from the participants them-

selves. In RFEs participants may have their own preferences about the compared treatments and the 

risk-aversion elicited by randomisation is just one of them: people may prefer to make choices about 

treatments. In order to preserve randomisation and to correct self-selection biases, Duflo and her 

coauthors try to control the participants’ preferences by blinding; i.e., by disguising or hiding the 

randomised nature of the experiment. We argue that these attempts assume the indifference of the 
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participants   regarding the experimental outcome. If the participants have strong preferences about 

the outcome, masking randomisation will not be enough to enforce the experimental protocol.  

According to Banerjee and Duflo (2009), we can avoid the self-selection bias if we either 

disguise or hide randomisation. Both solutions are feasible in many programmes, at least if we con-

duct the experiment in a developing country. As to the former, randomisation can be disguised as a 

lottery by which the scarce resources of the programme are allocated. If the potential participants 

perceive this lottery as fair, it may not dissuade them from taking part in it. The fairness of lotteries 

as allocating procedures can be certainly defended on theoretical grounds (Stone 2007) and we know 

that there is empirical evidence about the acceptability of unequal outcomes when they come from a 

lottery perceived as fair (Bolton et al. 2005). However, not everybody likes lotteries, even fair ones: 

for instance, surveys show that people oppose the use of lotteries by colleges and universities in or-

der to choose which students are admitted (Carnevale & Rose 2003). 

It is an empirical question to be solved on a case by case basis if disguising randomisation as 

a lottery influences participation. Banerjee and Duflo certainly acknowledge that even fair lotteries 

can provoke a self-selection depending on the way they are presented: if the participants in the con-

trol group are told that the experimental treatment will be available to them in the future (once the 

resources are gathered), this may affect their willingness to participate or their compliance. In addi-

tion, organising a lottery to distribute aid seems to be politically controversial for governments that 

are expected to serve an entire population (Duflo, Glennerster and Kremer 2007, p. 21). 

Hiding randomisation altogether from participants seems a more effective strategy. As 

Banerjee and Duflo observe, “ethics committees typically grant an exemption from full disclosure 

until the endline survey is completed, at least when the fact of being studied in the control group 

does not present any risk to the subject” (2009, p. 20). Participants in the experimental group will 

not know how they got involved and those in the control group may never know they have been 

excluded. If the latter live in different villages, as it often happens in trials run in developing coun-

tries, they may not get to know about the experimental treatment. In this way a totally different sce-

nario arises: in order to avoid a self-selection bias, we deceive the participants about the comparative 

structure of the experiment. The experimenters are assuming here that participants only care taking 

part in a lottery, but, as a matter of fact, they may also have preferences about the treatments tested. 

They may want to get one rather than the other. Or, if they understand the nature of the experiment, 

they may even have a favourite treatment that they want to see succeed – e.g., we may well imagine 
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parents preferring direct allocations of cash to send their kids to school rather than paid meals. If 

these preferences exist, disguising randomisation will only succeed to the extent that the disguise is 

successful: the participants have been “blinded” to the comparison, but shall we just assume that 

such blinding is successful? 

There is some evidence that deception in medical trials can fail. Patients have preferences 

about treatments and they usually neither understand nor like randomisation (Featherstone & Do-

novan 2002): their compliance is usually explained by their lack of alternatives to get access to exper-

imental treatments, they would not get the medication outside the trial. And they play by the re-

search protocol only to a point: they try to find out which treatment they are receiving (and if they 

succeed, this has an effect on the experiment). However, in most medical trials the researchers have 

means to make patients comply with the research protocol: e.g., they may mask the treatments well 

enough for an ordinary participant not to be able to distinguish them. They would need a laboratory. 

Whether they have access to a laboratory often depends on the social organisation of the patients. 

The testing of early anti-AIDS treatments in the USA, documented by Epstein 1996, illustrates this 

point: the participants wanted to have experimental treatments and not placebos so they resorted to 

all sort of strategies to make sure they would receive the treatment, drawing on their connections in 

the gay activism networks. Many abstained from taking part in trials if they didn’t think the drug was 

promising enough (in order to remain “clean” and thus eligible for other tests); those who partici-

pated exchanged the pills between them (at the cost of halving the dose) or took them to independ-

ent laboratories to verify the active principle. They completely undermined the trial protocol. 

Drug trials in developing countries illustrate how access to experimental treatments becomes 

a politically contentious issue within the country (Macklin 2004, Petryna 2009). We can probably ex-

pect the same from RFEs in economics: if they address interventions about which the potential par-

ticipants have preferences, randomisation may elicit a different type of self-selection. Participants 

may behave differently depending on their taste for a treatment, over-complying if they want it to 

succeed or the opposite if they want to see it fail. Randomisation will only succeed in breaking any 

correlation between the participants’ preferences and the trial outcome if these latter remain igno-

rant about the comparative nature of the experiment. But if they have strong preferences about the 

treatments, how far can we go in deceiving them about the comparison?  

In order to control for such post-randomisation effects, Duflo, Glennerster and Kremer 

(2007) suggest two additional strategies. The first is continue collecting data after the experiment is 
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terminated in order to verify whether the interaction with the experimenter was making any differ-

ence in the behaviour of the participants (e.g., Duflo and Hanna 2006). One way or another, we 

need participants to remain ignorant about the controls: they should not know they are still being 

observed. And we need to test this ignorance, just as in medical trials with blinding, we just cannot 

take it for granted.  

To sum up, in RFEs randomisation may generate a self-selection bias we can only avoid with 

a partial or total masking the allocation procedure. We have argued that this is a viable solution only 

insofar as the trial participants do not have strong preferences about the trial outcome. If they do, 

we cannot assume that blinded randomisation will be a control for their preferences unless we test  

for its success. We will only be able to claim that the trial has been impartial regarding the partici-

pants’ preferences if we have a positive proof of them being ignorant of the comparative nature of 

the experiment. Hence, in RFEs randomisation is not a strong warrant of impartiality per se: we need 

to prove in addition that it has been masked successfully1. 

6. Can field trials ground an evidence-based policy?  

In order to use RCTs as regulatory tools it is necessary to provide some warrant of their ex-

ternal validity and impartiality. If we could have perfect causal knowledge of the effects of an inter-

vention, impartiality would be warranted by default. But if there is uncertainty about it, RCTs should 

incorporate some warrants of impartiality. A regulatory decision should be impartial and if we are 

going to ground it on inconclusive evidence, we need to make sure that nobody exploits such uncer-

tainty in his own interest.  

We have seen that the use of randomisation requires expert judgement, so the mechanical objec-

tivity of RCTs is mere appearance: we need a subjective (judgement-based) assessment of its actual 

implementation in order to decide about the external validity of the trial. Nonetheless, randomisa-

tion provides a warrant of the impartiality of a clinical trial at the crucial stage of allocating treat-

ments – not beyond that. Such warrant contributes to the credibility of the experimental outcome: 

we may question its external validity, but at least we can presume it unbiased – at least more than 

unconstrained expert judgement. 

As regulatory tools, RCTs have proven to be most successful at the FDA, where they are 

part of a system in four phases: the first two provide causal background knowledge for the trial and 

                                                 
1
 For a further discussion of the possibility of dispensing with randomization in field experiments see Deaton 2010 

and Imbens 2010.  
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the last one – post-marketing surveillance – control for possible lacks of external validity. The num-

ber of label revisions, on the one hand, and market withdrawals, on the other, signal the levels of 

uncertainty with which the FDA is dealing. Randomisation, together with other means (such as 

blinding), has contributed to the impartiality of such uncertain regulatory decisions, making them 

more acceptable to the American public. However, it seems as though belief in the regulatory system 

has weakened today, and a debate has been started on how to strengthen the fairness of the FDA 

regulatory process. 

If we are going to adopt RFEs as a public policy tool, we will probably need to work on two 

fronts. In section 5 we have argued that randomisation needs to be successfully hidden from exper-

imental subjects in order to be a warrant of impartiality in field trials, since we are not dealing with 

the biases of the researchers alone, but also with the preferences of the experimental subjects. On 

the other hand, as Cartwright has argued, and the example of the FDA seems to illustrate, a random-

ised trial per se does not warrant the external validity of its conclusions. We need to keep a record of 

the fallibility of the conclusions of field trials in order to measure the degree of uncertainty we are 

dealing with.  

If we follow the institutional paradigm of the FDA, the question is how to integrate RFEs 

into an institutional system that makes their results credible. As of today, there is no clear answer as 

to which sort of institution should this be (Duflo and Kremer 2005). Government-sponsored pro-

grammes are rare because it is difficult to attain the high level of political consensus required for a 

successful implementation. Without this consensus, RFEs can easily fall prey to the sort of manipu-

lations described in the previous section, in which each party will try to make the experiment sup-

port its views. NGOs are more active, because they are interested in finding the most efficient way 

of spending their (usually scarce) resources and they are comparatively free to choose where and 

how they distribute them. However, NGOs create their own biases: the culture of the organisation 

implementing the assessment (e.g., the motivation of its employees) may impact on the participants’ 

reaction in a way difficult to replicate in further extensions of the programme.  

NGOs (or NPOs in general for that matter) have also a problem of credibility, not unlike the 

pharmaceutical industry: they usually have a stake in the programmes they evaluate (Pritchett 2002). 

And randomisation does not seem to be a good enough warrant of impartiality to convince govern-

ments that they can trust an assessment and implement it at a bigger scale. This is probably why 

Duflo and Kremer (2005, pp. 115-117) advocate the creation of a sort of international “regulatory 
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agency” for development policies. International organisations involved in development should es-

tablish an office with the following mission. It should assess the “ability of the evaluation to deliver 

reliable causal estimates of the project’s impact” and “conduct credible evaluations in key areas 

(p.115).  

In other words, international organisations should provide the impartial expertise required to 

make the trials credible to the involved parties. This is probably the best solution. However, it re-

mains an open question why would the participants in the trial see the international organisation as a 

neutral third party they can trust. Only if they do, one can be certain that the trials it sponsors are a 

credible source of knowledge about their target population. 
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