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Abstract

Introduction: Cost-effectiveness analysis (CEA) is used increasingly in medicine to determine whether

the health benefit of an intervention is worth the economic cost. Decision trees, the standard decision

modeling technique for non-temporal domains, can only perform CEAs for very small problems. Influ-

ence diagrams can model much larger problems, but only when the decisions are totally ordered.

Objective: To develop a CEA method for problems with unordered or partially ordered decisions, such

as finding the optimal sequence of tests for diagnosing a disease.

Methods: We explain how to model those problems using decision analysis networks (DANs), a new

type of probabilistic graphical model, somewhat similar to Bayesian networks and influence diagrams.

We present an algorithm for evaluating DANs with two criteria, cost and effectiveness, and perform

some experiments to study its computational efficiency. We illustrate the representation framework and

the algorithm using a hypothetical example involving two therapies and several tests and then present a

DAN for a real-world problem, the mediastinal staging of non-small cell lung cancer.

Results: The evaluation of a DAN with two criteria, cost and effectiveness, returns a set of intervals

for the willingness to pay, separated by incremental cost-effectiveness ratios (ICERs). The cost, the

effectiveness, and the optimal intervention are specific for each interval, i.e., they depend on the will-

ingness to pay.

Conclusion: Problems involving several unordered decisions can be modeled with DANs and evaluated

in a reasonable amount of time. OpenMarkov, an open-source software tool developed by our research

group, can be used to build the models and evaluate them using a graphical user interface.

Keywords: cost-effectiveness analysis; decision trees; probabilistic graphical models; influence

diagrams; decision analysis networks.
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1. Introduction

Due to the rapid increase of medical expenditures in all countries, every health system must analyze

whether the benefit of each intervention outweighs its economic cost [13, 26]. By “intervention”, we

mean either a single action, such as applying a therapy, or a whole strategy, such as “Do the test A; if it
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is positive, do test B, and if it is also positive, apply drug D; if A is negative then. . . ”. Cost-effectiveness

analysis is a particular type of economic evaluation that tries to select the interventions having a positive

net monetary benefit [32],

NMB(λ) = λ · e− c , (1)

where e is the average effectiveness and c the average cost of the intervention for the subpopulation

of interest. The parameter λ, usually called willingness to pay or cost-effectiveness threshold, converts

effectiveness into a monetary scale. It takes values on the set of positive real numbers, i.e., on the

interval (0,+∞), and is measured in effectiveness units divided by cost units; for example, in dollars per

death avoided or euros per quality-adjusted life year (QALY) [35]. As the willingness to pay is specific

for each decision maker—in this case, for each health system—and often imprecise or uncertain, CEA

must consider all the possible values of λ, i.e., the optimal intervention must be given as a function of λ.

In spite of the increasing importance of economic evaluations for medical decision making, artificial

intelligence has not addressed this problem until very recently, due to the lack of appropriate tools. The

main method that health economists use for medical decision analysis are decision trees, which were

proposed around 60 years ago [30]. Their main drawback is that the number of branches grows very fast

with the number of decisions and chance variables in the problem. The growth is even faster for CEA

than for the unicriterion case, because the standard algorithm [30] cannot evaluate decision trees with

embedded decision nodes, which are those other than the root of the tree [19, 2]—see Appendix A.1.

Probabilistic graphical models, which include Bayesian networks [27], influence diagrams (IDs) [15, 8],

and several types of Markov models, have been extensively studied in the field of artificial intelligence

[18]. IDs, like decision trees, have three types of nodes: chance, decision, and value. Their main

advantage is compactness: an ID whose chance and decision nodes represent n binary variables is

equivalent to a decision tree with around 2n leaves. Using IDs, our research group has built two models

for medical problems whose equivalent decision trees would contain more than 10,000 branches [21, 25].

The ID IctNeo is even larger [14]. An ID can be evaluated by converting it into a decision tree, but

there are much more efficient algorithms [16, 17, 24], not only for the unicriterion case, but also for

CEA [3]. The main drawback of IDs is that they require a total ordering of the decisions. Therefore, a

typical problem that IDs cannot solve is finding the optimal sequence of tests for diagnosing a disease.

We have recently proposed decision analysis networks (DANs) [11] as a new type of probabilistic

graphical model for representing and solving decision problems. Every influence diagram (ID) can be

transformed automatically into a DAN, which implies that DANs, like IDs, can represent problems that

would require a decision tree with millions of branches. But for many DANs there is no equivalent ID.

In particular, DANs can represent problems whose decisions are unordered or partially ordered, while

IDs cannot. We could say that IDs are a subset of DANs, even though the way of representing the flow

of information is different. However, so far DANs could only be applied to unicriterion problems.

The main contribution of this paper is a CEA algorithm for DANs, which combines the method for

evaluating unicriterion DANs [11] and the CEA algorithms for decision trees with embedded decision

nodes [1] and for IDs [3]. The basic idea is straightforward, but the integration of those algorithms is
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not trivial. We show that this method can solve several problems that could not be addressed with

previous techniques. The first example is a fictitious case involving two mutually-exclusive therapies

and n tests. The goal is to find, for each value of λ, the optimal intervention, i.e., to determine which

test must be done first, if any, and depending on its result, whether to do a second test, etc., and finally

to decide what therapy to apply, if any. We solve in detail a numerical example with two tests (n = 2)

and examine empirically the computational time required to solve this problem for different values of n.

We then show how to solve a real-world problem: finding the optimal sequence of six tests available for

the mediastinal staging of non-small cell lung cancer. We modeled this problem with an ID [25], which

we later converted into a DAN.

2. Methods

We introduce here the n-test problem as an example involving unordered decisions and then show

how to solve it for n = 2 using DANs.

2.1. The n-test problem

In this problem there are two mutually-exclusive therapies for a disease X; there are also n tests,

each having two possible outcomes, positive and negative. Every test can be performed once at most.

In order to solve the problem numerically, we will assume that the prevalence of X is 0.14. The

effectiveness of the therapies depends on whether the disease is present or not, as shown in Table 1.

The best situation for the patient occurs when the disease is absent and no therapy is applied (effective-

ness = 10.0 QALY). The worst situation occurs when the disease is present and no therapy is applied

(effectiveness = 1.2 QALY). For sick patients, therapy 2 yields 6.5 QALY while therapy 1 only yields

4.0, but when a therapy is applied to healthy patients (by mistake) it reduces the effectiveness due to

side effects, as shown in the rightmost column of Table 1.

Therapy Cost
Effectiveness

disease no disease

no therapy e0 1.2 QALY 10.0 QALY

therapy 1 e20000 4.0 QALY 9.9 QALY

therapy 2 e70000 6.5 QALY 9.3 QALY

Table 1: Cost and effectiveness of each intervention for the 2-test example.

We assume that there are two tests, A and B, such that the latter is more accurate, but more

expensive, as shown in Table 2.

In Appendix A.1 we discuss why, in spite of the apparent simplicity of this example, it is difficult

to determine the optimal intervention (as a function of λ).
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Test Cost Sensitivity Specificity

A e18 78% 91%

B e150 90% 93%

Table 2: Cost, sensitivity, and specificity of each test.

2.2. Representation of decision problems with DANs

This section presents decision analysis networks (DANs) as a framework for CEA in problems with

unordered or partially ordered decisions. We explain first how to model the problem using a DAN and

then how to evaluate it.

A DAN contains three types of nodes, the same as in decision trees. Decision nodes are represented

by rectangles, chance nodes by rounded rectangles, and value nodes by hexagons. In multicriteria DANs,

each value node has one associated criterion. The DAN in Figure 1 contains three decision nodes: two

for the tests (each with two options: “do test” and “do not test”) and one for the therapy (with three

options: “no therapy”, “therapy 1”, and “therapy 2”). It also contains three chance nodes: one for the

disease (with states “present” and “absent”) and two for the outcomes (each with the states “positive”

and “negative”). This DAN also has four value nodes; three of them represent economic cost and the

other one effectiveness. Given that each node represents a variable, we speak indistinctly of nodes and

variables.

The graph of a DAN also contains directed links. When there is a link V1 → V2 we say that V1 is a

parent of V2 and V2 is a child of V1. The graph must by acyclic, which means that if we depart from a

node and follow the links from parent to child, we never arrive at the node of departure. Links usually

represent causal influence. For example, disease X affects the result of the tests, making a positive

outcome more probable in the presence of the disease than in its absence. Links may have associated

restrictions. A total restriction associated with link V1 → V2 means that at least one value of V1 is

incompatible with all the values of V2. For example, the value “do not test” of the node “Do test A?”

is incompatible with the two values of “Result of A”, because in this case the test is neither positive

nor negative. This restriction is denoted by a double line on the link that connects these nodes. There

may be a partial restriction between V1 and V2, denoted by a single line on the corresponding link,

meaning that a certain value of V1 is compatible with some values of V2 and incompatible with others.

In this example there is no partial restriction. Links colored in red represent revelation conditions. For

example, the decision of doing a test reveals the outcome of the test, and this information is available

for all subsequent decisions.

In some cases, the value of a chance variable is known before making any decision—for example, a

symptom spontaneously reported by the patient. We then say that this variable is “always-observed”

and denote it by drawing a red border around the node. The paper by Díez et al. [11] contains examples

of DANs with partial restrictions and always-observed nodes.

This is the structural information contained in the DAN. There is also qualitative information, given

by the parameters of the model. Each chance node has an associated conditional probability distribution
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Figure 1: A DAN for the 2-test problem. Rectangles represent decisions. Rounded rectangles represent chance variables.

Hexagons represent values, i.e., cost and effectiveness. Links represent causal influences. Links colored in red represent

revelation conditions; for example, doing a test reveals the result of the test. A double line on a link represents a restriction;

for example, the result of a test is available only when the test is performed.

for each configuration of its parents (except when there is a total restriction). When a variable and its

parents are discrete, the probabilities are usually represented by a table, as shown in Figure 2. It can

also be represented by a probability tree or by other types of potentials [4]. Each value node also has

an associated table, as in Figure 3.

Figure 2: Conditional probability table for the node “Result of test A”. Each column represents the conditional probability

distribution for a configuration of the parents of this node, except for the columns corresponding to total restrictions. The

sensitivity and specificity of the test are taken from Table 2.

Figure 3: Table for the node “Effectiveness”. Its values are taken from Table 1.

Figure 4 shows a DAN for a real-world problem: the mediastinal staging of non-small cell lung

cancer. It is a slightly modified version of an ID built for the same purpose [25]. The main difference is

that the decisions in the DAN are only partially ordered.

2.3. Algorithms for cost-effectiveness evaluation of DANs

The algorithms we propose for the evaluation of DANs are based on cost-effectiveness partitions

(CEPs), which were introduced for the evaluation of decision trees with embedded decision nodes: in

the same way as the roll-back algorithm [30] assigns a numeric value to each node, the algorithm in [1]

assigns a CEP to each node. The CEP contains, for every value of λ, a cost-effectiveness pair and the

optimal intervention. This way the algorithm evaluates the tree for all the values of λ, grouping them

into a finite set of intervals, such that within each interval the cost, the effectiveness, and the intervention
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Figure 4: Mediastinet, a DAN for the mediastinal staging of non-small cell lung cancer (TBNA = transbronquial needle

aspiration; PET = positron emission tomography; EBUS = endobronchial ultrasound; EUS = endoscopic ultrasound;

MED = mediastinoscopy; QALY = quality-adjusted life expectancy).

are the same for all the values of λ. The thresholds that delimit the intervals are determined dynamically

when evaluating the tree. This way the new roll-back algorithm can evaluate cost-effectiveness decision

trees with embedded decision nodes. The same idea can be applied to the evaluation of IDs [3] and

DANs.

2.3.1. Cost-effectiveness partition (CEP)

Let us consider two mutually-exclusive interventions, A and B, such that the latter is more effective

(eB > eA) but more expensive (cB > cA). If we define the incremental cost-effectiveness ratio (ICER),

ICER(A,B) = cB − cA
eB − eA

, (2)

then it follows from Equation 1 that

NMBB > NMBA ⇐⇒ λ > ICER(A,B) . (3)

Therefore, the ICER splits the possible values of λ into two subintervals: if λ ∈ (0, ICER(A,B)), the

optimal intervention is A; if λ ∈ (ICER(A,B),+∞), then B has a higher net benefit. This result can

be generalized to an arbitrary number of interventions, as following.

Definition 1. A cost-effectiveness partition of n intervals (with n ≥ 1) consists of the following elements:

• I = {I0, . . . , In−1} – a set of n interventions,

• C = {c0, . . . , cn−1} – a set of n costs, such that c0 < c1 < . . . < cn−1,

• E = {e0, . . . , en−1} – a set of n effectiveness values, such that e0 < e1 < . . . < en−1, and
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• Θ = {θ1, . . . , θn−1} – a set of n− 1 thresholds, such that 0 < θ1 < . . . < θn−1.

In practice, every CEP results from a deterministic CEA with Algorithm 2 (see Appendix A.2), which

takes as input a set of interventions, each one having a known cost and effectiveness. In the resulting

CEP, {I0, . . . , In−1} is the subset of non-dominated interventions; ci and ei are the cost and effectiveness

of intervention Ii respectively. The thresholds are given by the ICERs:

θi = ICER(Ii−1, Ii) = ci − ci−1

ei − ei−1
. (4)

Ii is the optimal intervention when θi < λ < θi+1 (with i ∈ {0, 1, . . . , n − 1}) and In−1 is the optimal

intervention when λ > θn−1.

For example, the CEP in Figure 5 is the result of a CEA for the 2-test problem when disease X is

known to be present. (It is a deterministic CEA because in this case there is no uncertainty.) This

CEP has three non-dominated interventions and two thresholds, which delimit three intervals for λ.

When the disease is absent, “no therapy” dominates the other two interventions, because these are more

expensive and less effective, so the resulting CEP has no threshold and only one interval, with I0 = “no

therapy”, c0 = e0, e0 = 10 QALY.

Figure 5: Cost-effectiveness partition (CEP) for the 2-test problem when disease X is present. The two thresholds, θ1 =

e7,142.86/QALY and θ2 = e20,000.00/QALY, obtained with Equation 4, delimit three intervals for λ.

2.3.2. Evaluation of the DAN

Cost-effectiveness DANs can be evaluated with Algorithm 1, which recursively decomposes the orig-

inal network into DANs without decision nodes. As an example, we illustrate its performance for the

2-test DAN (cf. Fig. 1). We denote the variables by capital letters and their values (states) by the

corresponding lowercase letters. Thus, X represents the disease and +x and ¬x mean that it is present

or absent respectively, RA represents the outcome of test A and +rA/¬rA a positive/negative result,

etc.

The algorithm is first invoked with the original DAN and no evidence, because no variable has yet

been observed.1 The first decomposition generates two new DANs, as shown in Figure 6; in one of them

the first decision is whether to do test A or not, and in the other the first decision is whether to do

test B.2 The decomposition of the former generates two new DANs, in which DA disappears because

1The evidence e is a configuration of the variables observed so far; for example, if only test A has been done and it has

given a positive result, then e = (+rA). In Algorithm 1, e ◦ x denotes the composition of two configurations; for example,

if e = (+rA) then e ◦ ¬rB = (+rA,¬rB).
2There might be a third DAN in which the first decision would be T , i.e., which therapy to apply, if any. However, the

decisions that can reveal some information (in this example, DA and DB may reveal the value of RA and RB respectively)

should be made earlier than those that cannot——see [11, Sec. 4.1]—so Tmust be the last decision.

7



Algorithm 1: Cost-effectiveness analysis for a DAN
function: evaluateDAN

input : DAN – a decision analysis network,

e – evidence (a configuration of a set of variables E)

output : P (e) – the probability of the evidence,

CEP(e) – a cost-effectiveness partition

1 if DAN has decision nodes then

2 O← always-observed variables in DAN, except those in E;

3 else

4 O← all the chance variables in DAN, except those in E;

5 if O = ∅ and DAN has no decisions then

6 P (e)← product of the projected probability potentials;

7 CEP(e)← sum of the projected utility potentials;

8 else if O 6= ∅ then

9 select X ∈ O such that X has no ancestor in O;

10 foreach x of X do

11 DANx ← instantiate (DAN, X, x);

12 {P (e ◦ x),CEP(e ◦ x)} ← evaluateDAN(DANx, e ◦ x);

13 P (e)←
∑
x
P (e ◦ x);

14 P (x | e)← P (e ◦ x)/P (e);

15 CEP(e)← averageCEP(X,P (x | e), {CEP(e ◦ x1), . . . ,CEP(e ◦ xm)});

16 else if exactly one decision D can be made first then

17 foreach d of D do

18 DANd ← instantiate (DAN, D, d);

19 {Pd(e),CEPd(e)} ← evaluateDAN(DANd, e);

20 P (e)← Pd(e) for an arbitrary value d;

21 CEP(e)← optimalCEP(D, {CEPd1(e), . . . ,CEPdm
(e)});

22 else

23 DI ← decisions that can be made first;

24 foreach D in DI do

25 DAND ← prioritize (DAN, D);

26 {PD(e),CEPD(e)} ← evaluateDAN(DAND, e);

27 P (e)← PD(e) for an arbitrary decision D;

28 OD ← new decision variable (meta-decision), with one value for each decision D in DI ;

29 CEP(e)← optimalCEP(OD, {CEPD1(e), . . . ,CEPDm(e)});

30 return {P (e),CEP(e)}
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every decision node is deleted when making the decision; in one of these DANs the option chosen is to

do the test, +dA, which reveals the value of RA; in the other, the option chosen is not to do the test,

¬dA, which is incompatible with the two values of RA (because in this case the test is neither positive

nor negative), so node RA does not appear in this network. The DAN for +dA is then decomposed into

two new DANs: one for the positive result of the test (+rA) and another one for a negative result (¬rA).

The process continues until the network contains no decisions and every observable variable has been

assigned a value. In this case the algorithm returns the probability P (e) and a CEP, and the recursion

continues backwards. At the end of the recursion the probability returned is 1 and the CEP contains

the optimal intervention for each value of λ. The process is explained in more detail in Appendix A.3.

Every node in the decomposition tree (Fig. 6) corresponds to a node in a decision tree (Fig. 7).

This implies that Algorithm 1 can be adapted to generate a decision tree if we wish, provided that our

computer has enough memory to store it.

2.4. Implementation

We have implemented Algorithm 1 in OpenMarkov (see www.openmarkov.org), an open-source tool

for probabilistic graphical models [18], such as Bayesian networks, influence diagrams (IDs), Markov

influence diagrams (MIDs), partially-observable Markov decision processes (POMDPs), DANs, etc.

Models having several criteria can be evaluated by joining them into a single criterion; for those having

two criteria it is also possible to perform a CEA. OpenMarkov’s tutorial explains how to build and

evaluate these models using OpenMarkov’s graphical user interface.

3. Results

Figure 8 shows the conclusion of the CEA for the 2-test DAN, which solves the numeric problem

stated in Section 2.1. The CEP consists of 6 intervals, each having an optimal intervention. When

the willingness to pay is very low, more precisely λ < e7,718.95/QALY, it is not worth doing either

test because, regardless of its result, no therapy will be applied. For all the other intervals, a therapy

is applied only when the last test performed is positive. In the second interval, i.e., e7,718.95/QALY

< λ < e21,385.50/QALY, test A should be done; if it is positive, the first therapy should be applied.

The optimal intervention for the third interval is similar, with therapy 2 instead of therapy 1. In the

fourth interval test B should be done first; if it is positive, test A must be done to determine the optimal

treatment: therapy 1 when A is negative and therapy 2 when it is positive. In the fifth interval the

optimal intervention is to do both tests, in any order, even if the first one is negative; if one of them is

positive, therapy 1 must be applied; if both are positive, the most beneficial treatment is therapy 2. In

the sixth interval, the willingness to pay exceeds e113.139.00/QALY; a positive result in test B leads to

directly applying therapy 2, while a negative result requires doing test A and applying therapy 1 when

this is positive.

It is possible to solve the n-test problem for a higher number of tests. Adding a new test to the

DAN amounts to adding three nodes, which takes around one minute in OpenMarkov’s graphical user
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Figure 6: Recursive decomposition of the DAN for the 2-test problem. Every node in this tree corresponds to an invocation

of evaluateDAN (Algorithm 1). In the DANs, chance nodes having associated evidence are colored in gray. Legend: X =

disease; DA = decision about test A; RA = result of test A; CA = cost of test A; T = decision about therapy; E =

effectiveness; CT = cost of therapy.
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Figure 7: Decision tree generated from the DAN for the 2-test problem. Every node in this tree corresponds to a node

in the decomposition tree (Fig. 6), i.e., to an invocation of evaluateDAN. The “meta-decision” node OD (order of the

decisions) determines which decision to make first. Legend: CE = cost and effectiveness.

Figure 8: CEP for the 2-test problem. It is the final result of evaluating the DAN in Figure 1 with Algorithm 1.

interface, while adding a new test in a decision tree without embedded decisions, as recommended by

Kuntz and Weinstein [19], is a daunting task for n > 2. On a desktop computer, Algorithm 1 can

evaluate the DAN for n ≤ 3 in less than a second, for n = 4 in 7 seconds, for n = 5 in 2 minutes, for

n = 6 in 40 minutes, and for n = 7 in 17.5 hours.

Algorithm 1 in this paper is an adaptation for CEA of Algorithm 1 in [11]. The CEA version of

Algorithm 2 in that paper, which is much more efficient, can solve the case n = 7 in 9 minutes and

n = 8 in 3 hours. With parallel computation the evaluation would be much faster. These are remarkable

results because the decision trees (even with embedded decision nodes) have more than 6 million leaves

for n = 7 and more than 100 million for n = 8, as explained in Appendix A.1.

The DAN Mediastinet, which contains 5 partially-ordered tests, can be evaluated in less than

3 seconds. The resulting CEP contains 18 intervals. Figure 9 shows the optimal intervention for λ =

e30,000/QALY, which is the shadow cost-effectiveness threshold estimated for the Spanish public health

system [31, 10]. This intervention differs from the one we obtained from the ID that used the same

parameters, which applies chemotherapy when the endobronchial ultrasound test (EBUS) is positive—

see Figure 5 in [25]—while the DAN recommends doing an endoscopic ultrasound test (EUS) and

mediastinoscopy (MED) in this case.

All the networks presented in this paper are available at www.probmodelxml.org/networks. They

can be evaluated with OpenMarkov’s graphical user interface, which uses the more efficient algorithm.
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Figure 9: Optimal intervention for λ = e30,000/QALY obtained from then DAN Mediastinet (cf. Fig. 4).
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The website www.openmarkov.org contains a compiled version of the program, as well as indications

for installing and executing the Java code.

4. Discussion

Using DANs it is possible to solve many decision problems that cannot be modeled with traditional

techniques. One reason is that the standard roll-back algorithm for CEA cannot evaluate decision trees

containing embedded decision nodes [2]. It would be necessary to build a tree containing one decision

node, at the root, with an outgoing branch for each intervention, as proposed by Kuntz and Weinstein

[19]. In Appendix A.1 we show that when no test is available (n = 0), there are 3 interventions, one

for each therapy, so the tree has only 6 leaves. When n = 1 there are 9 interventions—after excluding

some that are clearly suboptimal—and the tree has 30 leaves. When n = 2 there are 147 interventions

and the tree grows up to 966 leaves. For n ≥ 3 the interventions are so complex that it is very difficult

to estimate their number, but the increase from 30 to 966 leaves shows us the impressive growth of the

tree for every test we add.

Due to the complexity of the problem, economic evaluations involving unordered decisions use expert

knowledge either to impose a total ordering among them or to select a very small number of interventions.

For example, a CEA of four tests for the diagnosis of coronary heart disease only examined 8 out of the

thousands of possible interventions [33]. It is likely that the shortlist contained the optimal intervention,

but it is not necessarily so. Similarly, the approach by Quaglini et al. [29] orders the tests from the

least invasive to the most invasive (a total ordering) and only considers the do-nothing strategy and

those strategies in which a test is done when the previous one was positive. Additionally, in the 2-test

problem shown above that approach is inapplicable because both tests are non-invasive (no one has a

cost in QALYs).

In contrast, the approach we propose in this paper considers all the possible strategies, including

some that might not be obvious. Thus, the first three strategies obtained for the 2-test problem in

Section 3 are straightforward, but the others are not. The fourth and the sixth may be counterintuitive

because common sense says that cheap tests should be done before expensive ones—at least it is not usual

in medicine to do first an expensive test and then a cheaper one with lower sensitivity and specificity.

The fifth intervention is also counterintuitive because it does both tests—in any order—even when the

first one is negative. Therefore some decision analysts, including ourselves, might have overlooked those

strategies when building a model with completely ordered decisions. This situation reminds us of the

application of artificial intelligence to games, such as go and chess: even the best human players examine

only a very small amount of combinations, while computers, which evaluate many more possibilities,

sometimes find excellent moves that no human would have figured out. Similarly, when we built the

ID Mediastinet, the pneumologist who helped us did not know whether EBUS should be done before

EUS or vice versa, which made him feel uncomfortable. As explained above, this question was solved

with the DAN version of the same model (cf. Fig. 9).
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DANs are not only superior to the traditional way of doing CEA with decision trees. They also

outperform the methods we have proposed previously. One of these is the algorithm for evaluating

cost-effectiveness decision trees with embedded decision nodes [1]. These trees do not need one branch

for each intervention, because their evaluation implicitly compares all the possible interventions. So in

the n-test problem they only need 18 leaves (instead of 30) for n = 1 and 78 leaves (instead of 966) for

n = 2. However, it is still infeasible to manually build the trees for a higher number of tests, which

require 474 leaves for n = 3, 2,845 leaves for n = 4, etc. By contrast, DANs can evaluate up to the case

n = 8, for which the decision tree would contain more than 100 million branches, as mentioned above.

DANs are also superior to IDs. These can perform CEA for large problems [3], but only if the

decisions are totally ordered. So when building an ID for the 2-test problem we must decide which test

to do first, either A or B, and it would therefore be impossible to obtain the CEP shown in Figure 8.

Additionally, the use of restrictions allows DANs to usually avoid dummy states, such as “test not

done”, which in an ID must be added to the outcomes of a test to indicate that when we decide not to

do the test the result is neither “positive” nor “negative”. Dummy states unnecessarily increase the size

of the probability tables and the number of parameters, some of which are 0 or 1 [7, 11]. For this reason

even when a problem can be modeled with an ID, the DAN representation is cleaner and more elegant.

Artificial intelligence researchers, who are in general familiar with Bayesian networks and IDs, will

find it easy to build DANs. On the contrary, most health economists, used to building decision trees

and implementing them in Excel, TreeAge, or R, would need to learn a new representation formalism,

based on conditional independences. However, the effort will be small for someone acquainted with

the fundamentals of decision analysis, and the possibility of solving easily much larger problems will

soon compensate for the time invested. Additionally, the availability of an open-source tool for DANs

avoids the need to acquire software licenses for building and evaluating decision trees, and the effort of

understanding and implementing the algorithms for DANs.3

We conclude this section with a comment about efficiency. Using DANs it is possible to model

problems involving many decisions. Adding a new test to a decision problem takes around one minute

in OpenMarkov, as mentioned above, so we can model the n-test problem for arbitrary large values of n.

The problem lies in the time complexity, which in general increases much faster than exponentially with

the number of nodes in the DAN. Fortunately, Algorithm 1, which is equivalent to the evaluation of

a decision tree, can easily be implemented in parallel, using a negligible amount of memory for each

branch. Alternatively, it is possible to use a more efficient decomposition of the DAN (cf. Algorithm 2

in [11]), which can take profit of tensor-processing libraries that run on GPUs and TPUs.

In Appendix A.4 we compare DANs with decision circuits [5, 6, 22], a formalism that, to our

3In fact, OpenMarkov can automatically convert a DAN into a decision tree (if the tree is too big, the user can select

the depth of the expansion, up to the limit allowed by the available working memory). This implies that the decision

modeler who builds a decision tree only has a decision tree, while the one who builds a DAN has both the DAN and the

tree, with much less effort.
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knowledge, has never been used to solve real-world problems.

5. Conclusions and future work

In this paper we have shown how to perform CEA in problems involving unordered or partially-

ordered decisions. The proposed method is based on our previous CEA algorithms for decision trees

with embedded decision nodes [1] and for IDs [3], and those for unicriterion DANs [11]. Like IDs, DANs

can model some large problems for which a decision tree would contain millions of branches, but do not

require a total ordering of the decisions. This way DANs combine the flexibility of decision trees with

the compactness of IDs. The existence of OpenMarkov, an open-source tool for building and evaluating

probabilistic graphical models, may be an additional reason for using DANs instead of decision trees.

One line for future research is the development of more efficient algorithms for DANs, including

parallel implementations or the compilation of DANs into decision circuits. Another line is to design

sensitivity analysis options and explanation facilities similar to those existing for IDs [20]. A third line

is to develop Markov DANs, which will be able to model the evolution of diseases in discrete time; these

networks will combine the advantages of DANs with those of Markov IDs [12]. And fourth, we might

try to compact the interventions returned by the algorithms [28, 23].
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Appendix A. Appendices

Appendix A.1. Complexity of the decision trees for the n-test problem

We have introduced in Section 2.1 the n-test problem. We analyze here the complexity of modeling

it with decision trees, first for the unicriterion case and then for CEA.

Appendix A.1.1. Decision trees for unicriterion analysis

If cost and effectiveness were combined into a single criterion, the NMB (cf. Eq. 1), the optimal

intervention could be found by building a decision tree. When there is no test (n = 0), the tree contains

the decision node “Therapy” at the root, with a “Disease X” node in each branch. If we denote by

l(n) the number of leaves in the tree for n tests, we have l(0) = 3 × 2 = 6. When there is one test,

the decision node at the root has two branches: “do the test” and “do no test”. The first one has two

branches, “positive” and “negative”. Each of these three branches has a “Therapy” node, as in the

previous case, so the tree has l(1) = 3 × 3 × 2 = 18 leaves. When there are n tests, the root has one

branch, “do no test”, and n branches “do test A”, “do test B”, etc. The “no test” branch has 6 leaves;

each of the other branches has l(n − 1) leaves for a positive result of the test and l(n − 1) leaves for a
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negative result. Therefore, l(n) = 2n · l(n− 1) + 6, and we have l(2) = 78, l(3) = 474, l(4) = 3, 798, etc.

Consequently solving this problem is hard for two tests and unfeasible for more than two tests. If there

were more than two therapies and each test had more than two outcomes, the problem would be much

harder even for only two tests.4

Appendix A.1.2. Decision trees for cost-effectiveness analysis

The standard roll-back algorithm for CEA evaluates decision trees by assigning a cost-effectiveness

pair to each node, starting from the leaves, and then performing a CEA at the root, which returns a set

of ICERs. This algorithm cannot be applied to the trees described in the previous section (except for

n = 0) because the evaluation of an embedded decision node does not return a single cost-effectiveness

pair.5 The solution proposed by Kuntz and Weinstein [19] consists in building a decision tree containing

just one decision node, at the root, with an outgoing branch for each intervention. When no test is

available (n = 0), there are only three possible interventions: “no therapy”, “therapy 1”, and “therapy 2”.

Each branch has a chance node, X, with two outgoing branches, “present” and “absent”. Therefore, in

this case the tree has 6 leaves, l(0) = 6.

When n = 1, there are three no-test interventions, as in the previous case, plus each with a plus 3×3

do-test interventions: “if test is negative, then no therapy; if positive, no therapy”, “if test is negative,

no therapy; if positive, therapy 1”, “if test is negative, no therapy; if positive, therapy 2”, “if test is

negative, then therapy 1; if positive, therapy 2”, . . . , “if positive, therapy 2; if negative, therapy 2”.

The 3 interventions in which the therapy applied is the same regardless of the result of the test can

be ruled out because it is not worth doing a test that will not guide the decision about the therapy.

Therefore, there are 3 × 2 do-test interventions. Each one has 2 × 2 leaves, because the chance node

that represents the result of the test has two outgoing branches, “positive” and “negative”, and node

for X has two outgoing branches, “present and absent”. Therefore, the tree has 6 + 6 × 4 leaves, i.e.,

l(1) = 30.

When n = 2, there are 3 no-test interventions; each one corresponds to a branch outgoing from the

root of the tree, and has two leaves. There are also some interventions that begin by doing test A.

When it is positive, there are 3 subsequent interventions that do not perform test B (as many as when

there was not test available) and 6 interventions that perform it (as many as if there were only one test

available), i.e., 9 sub-interventions. There are also 9 sub-interventions for a negative result of test A.

This makes a total of 9 × 9 interventions that begin doing test A. However, it is not worth doing the

4The trees proposed in this paragraph are slightly more compact than those generated from the corresponding DANs

(cf. Fig. 7) but the computational complexity is virtually the same. The main difference lies in the effort required to build

them.
5Old versions of TreeAge evaluated embedded decision nodes by asking the user for a value of λ in order to select for

each node the branch that maximizes the NMB. The question might disconcert the user, because it is not necessary: the

tree must be evaluated for all the values of λ,not for a particular one. Recent versions use a default value, which can be

set by the user. Using a single value of λ makes it is possible to assign a cost-effectiveness pair to each node, but the

evaluation depends on the value arbitrarily chosen and the result is often wrong [2].
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test when it does entail a difference in the sub-intervention applied after it, so we can limit our analysis

to 9 × 8 = 72 interventions. Each branch for an intervention in which both tests are done contain

2× 2× 2 = 8 leaves. An intervention that performs only test A leads to 2× 2 = 4 leaves. When test B

is done only for one of the outcomes of test A, the branch contains 6 leaves. This makes a total of 480

leaves for the interventions that begin doing test A. There are also 72 interventions that begin doing

test B. This makes a total of 3 + 72 + 72 = 147 interventions and 6 + 480 + 480 = 966 leaves.

For n ≥ 3 the possible interventions are so complex that it is very difficult even to estimate their

number, but the increase from l(1) = 30 to l(2) = 966 leaves shows the impressive increase of the size

of the tree for every test we add.

We have excluded from these counts the interventions in which the result of a test does not guide the

next decisions—for example, the interventions that apply a therapy regardless of the result of the test.

Depending on the numerical parameters of the model we might discard more interventions. For example,

in the one-test problem we can see that the incremental effectiveness of “therapy 1” with respect to “no

therapy” grows with the probability of disease X. Therefore, the intervention “when test A is negative

apply therapy 1; when positive, apply no therapy” is clearly suboptimal. However, when the number of

decisions increases, the proportion of therapies that can be discarded is smaller and smaller.

In summary, building manually a decision tree with only one decision node for CEA, as proposed by

[19], is unfeasible for the 2-test problem and absolutely impossible for n > 2.

Appendix A.2. Basic algorithms for CEA

In this section we present an algorithm for deterministic CEA as well the auxiliary algorithms

invoked by Algorithm 1. They were all introduced to evaluate decision trees with embedded decision

nodes [1] and later used for evaluating influence diagrams [3]. We reproduce them here for the sake of

completeness.

A deterministic CEA takes as arguments a set of interventions, each one having known cost and

effectiveness, and returns the non-dominated interventions, discarding those dominated by others (single

dominance or extended dominance) [34]; it also returns a set of thresholds, i.e., the ICERs defined by

Equation 4. A slightly more efficient method is given by Algorithm 2. It begins by selecting the

intervention with the lowest cost and then the one with the lowest ICER among those with higher

effectiveness, and so on. The output is structured as a CEP. An example can be found in [1].

The method instantiate, invoked in lines 11 and 18 of Algorithm 1, takes as arguments a DAN, a

variable X, and a value x, and generates a new network, DANx, as follows:

1. create DANx as a copy of the DAN;

2. if x reveals a variable Y that is not a descendant of any decision (other than X), then declare Y as

observed in DANx; if Y is a descendant of some decisions (other than X), {D′1, . . . , D′n}, draw a

link D′i → Y for i ∈ {1, . . . , n}—if it did not exist—and declare that D′i reveals Y unconditionally;

3. if there is a total restriction (x, Y ), remove Y ; then remove recursively all the chance and utility

nodes that are children of Y ;
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Algorithm 2: Deterministic cost-effectiveness analysis
function: deterministicCEA

input : a set of interventions {I1, . . . , Im}

output : CEP – a cost-effectiveness partition

1 σ(0)← arg mini cost(Ii)

2 R0 ← {i | Ii ∈ I ∧ eff(Ii) > eff(Iσ(0))}

3 i← 1;

4 while Ri−1 6= ∅ do

5 σ(i) := arg minj∈Ri ICER(Iσ(i−1), Ij)

6 θi ← minj∈Ri
ICER(Iσ(i−1), Ij)

7 ci ← cost(Iσ(i))

8 ei ← eff(Iσ(i))

9 Ri ← {j | j ∈ Ri−1 ∧ eff(Ij) > eff(Iσ(i))}

10 i← i+ 1

11 return ((θ1, . . . , θn−1), (c0, . . . , cn), (e0, . . . , en), (I0, . . . , In))

4. if there is a restriction (x, y), remove y from the domain of Y ;

5. if a chance node Y is a child of X, project the table P (y|pa(Y )) or uY (pa(Y )) by making X = x;

6. if X is a decision, remove node X and its outgoing links.

Line 15 of Algorithm 1 invokes the method averageCEP, given by Algorithm 3. Its input consists of

a variable X having m values (states), a probability distribution P (x), and m CEPs. It first gathers

all the thresholds of the input CEPs and computes, for each interval, the average cost, the average

effectiveness, and the intervention, taken the cost, effectiveness, and interventions of the input CEPs

for those intervals. Again, an example can be found in [1].

Line 21 of Algorithm 1 invokes the method optimalCEP, given by Algorithm 4. Its input consists of a

decision D having m values (options) and m CEPs. It first gathers all the thresholds of the input CEPs

and performs, within each interval, a deterministic CEA, which may in turn generate new thresholds.

Those thresholds that lie within the interval analyzed are added to the set of CEPs, Θ; the others

are discarded. For each of the new intervals, the algorithm selects the value dk of D that maximizes

the NMB. It determines the cost and the effectiveness for that interval, just as when selecting the

optimal branch outgoing from a decision node in a tree. The optimal intervention for that interval

begins by selecting D = dk and continues with the sub-intervention that the k-th CEP determined for

that interval. Finally, the algorithm eliminates the thresholds that are not necessary, i.e., those that

separate contiguous intervals having the same cost, effectiveness, and intervention. Those thresholds

were generated in branches of the tree that later turned out to be suboptimal—see again [1] for an

example.

Finally, the method prioritize, invoked in line 25 of Algorithm 1 with a DAN and a decision node D
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Algorithm 3: Weighted average of CEPs
function: averageCEP

input : X – a chance variable whose domain is {x1, . . . , xm},

P (xj) – a probability distribution for X, and

{Q1, . . . , Qm} – a set of CEPs

output : CEP – a cost-effectiveness partition

1 Θ←
⋃m
j=1 Θj

2 n← card(Θ) + 1

3 for i← 1 to n do

4 ci ←
∑m
j=1 P (xj) · costQj (θi)

5 ei ←
∑m
j=1 P (xj) · effQj (θi)

6 Ii ← “If X = x1, then intervQ1(θi); if X = x2, then intervQ2(θi)...”

7 return ((θ1, . . . , θn−1), (c0, . . . , cn), (e0, . . . , en), (I0, . . . , In))

Algorithm 4: Optimal CEP
function: optimalCEP

input : D – a decision node whose domain is {d1, . . . , dm} and

{Q1, . . . , Qm}, a set of m CEPs with Qj = (Θj , Cj , Ej , Ij)

output : CEP – a cost-effectiveness partition

1 Θ←
⋃m
j=1 θj

2 n← card(Θ)+1

3 for i← 1 to n do

4 perform a deterministic CEA analysis within the i-th interval

5 add to Θ the new thresholds that belong to this interval

6 n← card(Θ)+1

7 for i← 1 to n do

8 k ← arg maxj NMB(θi)

9 ci ← costQk
(θi)

10 ei ← effQk
(θi)

11 Ii ← “D = dk; intervQk(θi)...”

12 fuse contiguous intervals that have the same intervention, the same cost, and the same

effectiveness.
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as arguments, is implemented by just drawing links to the other candidates to be the first decision, i.e.,

the nodes in DI .

Appendix A.3. Evaluation of the DAN for the 2-test problem

In Section 2.3.2 we have used the 2-test DAN to explain the evaluateDAN algorithm, which recursively

decomposes a DAN until it contains no decisions. In this section we offer the same explanation in much

more detail.

Appendix A.3.1. Decomposition of the DAN

Every invocation of the Algorithm 1 takes two arguments: a DAN and a set of findings, denoted by

e (evidence). The first invocation always takes the original network and no evidence. In our example,

the DAN has no always-observed variable, so the assignment in line 4 makes O← ∅. The network has

three decisions: DA, DB , and T . In principle any of them might be made first, but the algorithm detects

that T cannot reveal any information, so it must not be the first one (as explained in footnote 2); in

line 23 it makes DI ← {DA, DB} and then decomposes the original network into two DANs, as shown

in Figure 6: in one of them DA is prioritized by drawing the links DA → DB and DA → T ; in the other,

DB is prioritized. Line 28 adds a meta-decision variable OD (for “order of the decisions”), indicating

which decision will be made first. If we modify Algorithm 1 in order to explicitly build the decision tree,

this variable would be the root (see Fig. 7); in other examples there might be several meta-decisions.

The evaluation of the network containing the link DA → DB arrives at line 16 and generates two

new DANs, one for +dA (do test A) and one for ¬dA (do not perform test A), which no longer contain

the decision DA. This decomposition corresponds to the branches +dA and ¬dA in Figure 7. In the

new DANs the node DA disappears because this decision has been made.

In the DAN for +dA, the method instantiate marks RA as always-observed. For this reason it has

a red oval around it, which means that its value is known when making the next decisions. The tables

P (rA|dA) and cA(dA) have been projected for +dA. Line 4 of Algorithm 1 makes O← {RA} and line 12

invokes evaluateDAN twice: first with e = {+rA} and then with e = {¬rA}. In both cases the DAN

is decomposed for DB—as it was previously decomposed for DA—and then for RB , T , and X. The

upper node CE in Figure 7 corresponds to an invocation of evaluateDAN with a DAN in which all the

decisions have been removed and every chance node has been assigned a value , e = {+rA,+rB ,+x}.

In the DAN for ¬dA (see again Fig. 6), the node RA has disappeared because the two values of

this variable, “positive” and “negative”, are incompatible with ¬dA, due to the total restriction for link

DA → RA. This DAN is subsequently decomposed as in the previous case, and also the DAN containing

the link DB → DA is evaluated in the same way.

Appendix A.3.2. Probabilities and CEPs returned

Every recursive call to evaluateDAN (Algorithm 1) returns a probability, i.e., a single number be-

tween 0 and 1, and a CEP. The call corresponding to the upper CE node in Figure 7 returns the

probability P (e) = P (+x,+rA,+rB) = P (+x) ·P (+rA | +x) ·P (+rB | +x) = 0.14 ·0.78 ·0.90 = 0.09828,
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computed from the conditional probabilities of the chance nodes, just as in the case of Bayesian net-

works [27]. The CEP for this node consists of a single interval, (0,+∞), which implies that every leaf

node has only one value of cost and one of effectiveness, just as in the standard CEA algorithm for

decision trees. The cost and the effectiveness for this CEP is the sum of the values of the corresponding

nodes: c = cA(+dA) + cB(+dB) + cT (t2) = 18 + 150 + 70, 000 = 70, 168 and e = e(+x, t2) = 6.5—let us

remember that decisions that led to this DAN are DA = +dA, DB = +dB , and T = t2. The intervention

is empty because no decision node has yet been evaluated.

For the other U node shown in Figure 7 we have P (e) = P (¬x,+rA,+rB) = P (¬x) · P (+rA |

¬x) · P (+rB | ¬x) = 0.86 · 0.09 · 0.07 = 0.005418, c = cA(+dA) + cB(+dB) + cT (t2) = 70, 168, e =

e(¬x, t2) = 9.3, and the empty intervention.

The algorithm evaluateDAN steps back to node X in that figure. It corresponds to a call in which e =

{+rA,+rB}. Line 13 of Algorithm 1 computes P (+rA,+rB) = P (+x,+rA,+rB) +P (¬x,+rA,+rB) =

0.103698 and line 14 computes P (+x | +rA,+rB) = 0.94775 and P (¬x | +rA,+rB) = 0.05225. These

are the probabilities for the two branches outgoing from node X in Figure 7. When averageCEP (Algo-

rithm 3) is invoked in the next line, these probabilities are used to average the cost and the effectiveness

in the resulting CEP, which still has an empty intervention and no threshold because no decision node

has yet been evaluated.

The recursion steps back to node T in that figure. It corresponds to a call to evaluateDAN with a

network that still contained the decision node T . The “for” loop in line 17 returns three probability

values and three CEPs, one from each branch of T in the tree. The three probabilities are identical,

because P (e) = P (+rA,+rB) and the results of the tests do not depend on the therapy selected after

doing them. So line 20 can arbitrarily select any of the Pd(e)’s. The three CEPs are defined on the same

interval, (0,+∞), but each one has a different cost, effectiveness, and intervention. Then line 21 invokes

the method optimalCEP (Algorithm 4), which performs a deterministic analysis (with Algorithm 2) for

the only interval of the input CEPs and returns a CEP that, for the numerical parameters of this model,

has three intervals.

Node RB in Figure 7 corresponds to the top right DAN in Figure 1. The “for” loop in line 10

receives two probabilities, P (+rA,+rB) and P (+rA,¬rB). Line 14 computes P (+rB | +rA) = 0.5557

and P (¬rB | +rA) = 0.4443, which are the probabilities of its outgoing branches. The CEP for +rA
contains two thresholds, e7,551.50/QALY and e21,385.50/QALY, while the CEP for ¬rA contains one,

e70,923.70/QALY. The method averageCEP, invoked in the next line, computes the average cost and

the average effectiveness for each of the four intervals. In the first one, i.e., when λ < e7,551.50/QALY,

the optimal intervention is not to do test B and not to apply any therapy, even though A has given a

positive result. For the other intervals, test B is done. The optimal intervention for the second interval

is: “if B is negative, apply no therapy; if it is positive, therapy 1 is applied”. The optimal intervention

for the third interval is similar, with therapy 2 instead of therapy 1. In the fourth interval, a positive

result of B leads to therapy 1 and a negative result to therapy 2.

The recursion continues all the way back to the root of the trees, which—as we said above—
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corresponds to a call to evaluateDAN with the original DAN no evidence. The “for” loop in line 24

returns two probabilities, which are both equal to 1, and two CEPs, one for the DAN in which the

decision DA is made before DB and another one for the DAN in which DB is made first. Line 28 creates

the auxiliary variable OD, i.e., the meta-decision that determines, for each λ-interval, which decision

must be made first.

Appendix A.4. DANs vs. decision circuits

Decision circuits were developed as a method for evaluating influence diagrams [5]—in the same way

as arithmetic circuits were developed for Bayesian networks [9]—and later used for solving asymmetric

problems [6]. As a representation formalism, decision circuits suffer from the same problem as decision

trees: the size of the model. According to Proposition 2 in [22], the decision circuit for the n-test

problem has (c + 1)n decision nodes, plus many sum, product, and terminal nodes. Thus, the graph

in Figure 7 in that paper, with n = c = 2, has 9 decision nodes and a total of 95 nodes. Building a

decision circuit for a problem like Mediastinet is unfeasible in practice, even if there were a software

tool for this task. In contrast, the DAN for the n-test problem only needs 3(n+ 1) nodes, regardless of

the number of outcomes of each test, i.e., 9 nodes in total for n = 2.

With respect to efficiency, the computational complexity of solving the n-test problem with decision

circuits is O(n(c+ 1)n+1), as stated in Theorem 5 of [22], while the time complexity of the algorithms

for DANs is O(n!). It would be possible to reduce this complexity to exponential, at the expense of

increasing the space complexity, i.e., using more working memory, by detecting the DANs that appear

repeatedly during the recursive decomposition of the original network (see Figure 6); this is essentially

the same as applying coalescence in decision trees and decision circuits.

Given the impossibility of manually building decision circuits for non-trivial problems, it might be

interesting to develop an algorithm for converting DANs into decision circuits and another algorithm

for evaluating decision circuits having two criteria, cost and effectiveness.
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