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ports summarizing which are the issues that people are discussing in relation
with the company, and which ones require PR actions.

A reputation report is a summary — produced by an online reputation
expert — of the issues being discussed online which involve a given client: a
company, organization, brand, individual... in general, an entity. In daily repu-
tation reports, micro-blogs (and Twitter in particular) are of special relevance,
as they anticipate issues that may later hit other media.

Typically, the reputation expert follows this procedure (with the assistance
of more or less sophisticated software):

— Starts with a set of queries that cover all possible way of referring to the
client.

— Takes the set of results and filter out irrelevant content.

— Identifies the different issues (topics) people are discussing and group tweets
accordingly.

— Evaluates the priority of each issue, establishing at least three categories:
reputation alerts (which demand immediate attention), important topics
(that the company must be aware of), and unimportant content (refers
to the entity, but do not have consequences from a reputational point of
view).

— Produces a reputation summary (report) for the client summarizing the
result of the analysis.

Crucially, the report must include any issue which may potentially affect
the reputation of the client (reputation alerts) so that actions can be taken
upon it. The summary, therefore, is guided by the relative priority of issues.
This notion of priority differs from the signals that are usually considered in
summarization algorithms, and it depends on many factors, including popular-
ity (How many people are commenting on the issue?), polarity for reputation
(Does it have positive or negative implications for the client?), novelty (Is it
a new issue?), authority (Are opinion makers engaged in the conversation?),
centrality (Is the client central to the conversation?), etc. This complex notion
of priority makes the task of producing reputation-oriented summaries both a
challenging (from the point of view of research) and practical (from the point
of view of the market) scenario.

Our first contribution is to create a dataset for the evaluation of
reputation-oriented tweet stream summarization, which includes man-
ually created reports for banking and automotive companies. To the best of
our knowledge, this is the first resource of its kind that is available for re-
search. With this enabling new dataset, our main goal is to characterize the
task of producing reputation reports, investigating whether it is actually a
differentiated task (rather than a mere instance of the classic multi-document
summarization task), and studying how it should be evaluated. In this context,
we address two related research questions:

RQ1. Is Topic Priority different from Topic Centrality?

The most distinctive feature of reputation reports is that issues related

with the entity are classified according to their priority from the perspective
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of reputation handling (the highest priority being a reputation alert, i.e., an
issue that requires an immediate response from the entity). We want to inves-
tigate how the notion of priority translates to the task of producing extractive
summaries, and how important it is to consider reputational signals of priority
when building an appropriate summary.

RQ2. Is it possible to apply metrics from search with diversity to
the evaluation of automatic summaries?

We propose a novel evaluation methodology that models the task of auto-
matic summarization as producing a ranking of tweets that maximizes both
coverage of topics and priority. This provides an analogy with the problem of
search with diversity, where the search system must produce a rank that max-
imizes both relevance and coverage. We investigate the possibility of using
Information Retrieval evaluation metrics within this perspective, and study
how they differ from conventional summarization metrics. Note that there has
been cross-fertilization of techniques between the fields of summarization and
search with diversity (for instance, Maximal Marginal Relevance is a summa-
rization technique that has been applied to search with diversity, and Learn-
ing to Rank techniques has been used for summarization), but no one has
yet applied (to the best of our knowledge) search with diversity metrics to
evaluate summarization systems. We compare this new methodology with the
traditional summarization evaluation practices that compare manually cre-
ated summaries (extractive and abstractive) with the automatically created
summaries.

The rest of the article is organized as follows. We start by reviewing most
relevant related work. Second, we present the RepLab Summarization Dataset
for entity-oriented tweet stream summarization. Third, we formulate and dis-
cuss our novel evaluation methodology. Four, we describe our experimental
framework and present and discuss the experimental results. Finally, we sum-
marize the main lessons learned.

2 Related Work

In this section we first present works that have also addressed the problem of
summarizing tweets. Next, we revise previous researches that have exploited
the notion of priority in the summarizing process as opposed to traditional
approaches that focused on centrality.

2.1 Multi-tweet summarization
2.1.1 Multi-tweet summarization

There is much recent work focusing on the task of multi-tweet summarization.
Most publications rely on general-purpose techniques from traditional text
summarization along with redundancy detection methods to avoid the repeti-
tion of contents in the summary (Inouye and Kalita, 2011; | Takamura et al.
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2011)). Social network specific signals (such as user connectivity and activity
(Liu et al.l [2012) and time-based features (Alsaedi et al., 2016} [De Maio et al.|
[2016} [He et al.| 2017)) have also been widely exploited.

Instead of ranking sentences as in traditional document summarization
(Nguyen-Hoang et al., 2012) tweets are ranked to select the most salient ones
for the summary. Two different types of approaches may be distinguished:
feature-based and graph-based. Feature-based approaches represent tweets
as sets of features, being the following the most frequently used: term fre-
quency (Takamura et al) 2011), time delay (Takamura et al. |2011)), user-
based features (Duan et al., [2012) and readabilitybased features (Liu et al.
. Graph-based approaches usually adapt traditional summarization sys-
tems (such as LexRank (Erkan and Radevl [2004]), DegExt (Litvak et al.,[2013)
and TextRank (Mihalcea and Taraul 2004)) to take into consideration the par-
ticularities of Twitter posts (Inouye and Kalita, 2011; Liu et al., 2012; Sharifi et
al., 2010). These approaches usually include both content-based and network-
based information into the text graph.

The most popular algorithm for microblog summarization is presented in
[Sharifi et al.|(2010). The authors propose a topic-oriented summarization sys-
tem for Twitter posts, that automatically summarizes a collection of posts
related to a same topic into a short, one-line summary. The system is based on
the phrase reinforcement algorithm that iteratively constructs a graph for the
set of post where the nodes are overlapping sequences of words (i.e. phrases)
that occur both before and after the topic phrase. Nodes are labeled with
the number of times each sequence of words occurs in the collection. Most
overlapping phrases are selected to generate the summary.

|Chakrabarti and Puneral (2011]) present a summarization system for tweets
describing a same event that separates the problem into two subproblems:
detecting segments of an event, and summarizing tweets in each segment. To
segment an event, the hidden Markov model is used, while summarization of
tweets within each segment is performed using a simple TF-IDF approach.

IInouye and Kalita| (2011)) present a comparison of different summarization
methods on sets of tweets. Such methods include traditional summarization
systems, such as LexRank, TextRank and SumBasic, as well as a modification
of the traditional TF-IDF criteria specially designed to deal with Twitter’s
posts. The results showed that simple frequency based summarizers (TF-IDF
and SumBasic) performed better than summarizers that incorporated more
information or more complexity such as LexRank and TextRank, due to the
nature of Twitter posts, which often have little structure and few words, and
where syntax is often incorrect or missing.

propose a graph-based multi-tweet summarizer that lever-
age social network features, readability and user diversity for selecting repre-
sentative tweets. As social network features, they consider the re-tweeted times
and follower numbers of the Twitter account that produces the tweet. Diver-
sity is introduced by preferring tweets from different user’s accounts. However,
the fact that one user may post from different account is not addressed. Fi-
nally, readability is assessed using traditional criteria such as the sentence
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length, the word length in syllables, the number of abnormal symbols and
the number of out-of-vocabulary words. Similarly, Duan et al.| (2012]) develop
a method that implements a graph-based ranking algorithm that takes into
consideration both social influence of users and content quality of tweets.

More recently, |Alsaedi et al.| (2016|) present a modification of the traditional
centroid approach that includes the time dimension of tweets, so that tweets
that have been centroid of the clusters for the longest time on average over
a time-window are selected for the summary. Zhuang et al| (2016) create a
model, called S-model, which takes advantage of two social contexts that are
important for topic generation and dissemination: the impact of experts and
majority users, as as well as the content diversity based on entropy measures.

Concerning the subject of the input tweets, most works have focused on
sport and celebrity events (Inouye and Kalita, |2011; [Sharifi et al.,|2010). These
events are massively reported in social networks, so that the number of tweets
to summarize is huge. In this context, simple frequency-based summarizers
perform well and even better than summarizers that use more complex in-
formation (Inouye and Kalital [2011). However, the problem of summarizing
tweets on a company’s reputation has been, to the best of our knowledge,
never tackled before and presents additional challenges derived from the less
massive availability of data and the greater diversity of issues involved. The
most closely related work is that of |[Louis and Newman| (2012)), which presents
a method for summarizing collections of tweets related to a business. To this
end, they first learn groups of related words from business news articles that
describe relevant business concepts. Next, tweets related to each company are
clustered using a method that combine the sentiment of a tweet and the en-
tropy of word distribution in the cluster, so that clusters discussing common
issues are ranked higher than clusters with diverse content. Finally, the clusters
are ranked using information such as influential subtopic and sentiment.

2.1.2 Priority versus centrality-based summarization

Since the pioneering works in automatic summarization, centrality has been
one of the most widely used criteria for content selection. Centrality refers
to the idea of how much a fragment of text (usually a sentence) covers the
main topic of the input text (a document or set of documents). Centrality of a
sentence is often defined in terms of the centrality of the words that it contains.
Given a cluster of sentences that represents a document topic, the sentences
that contain more words from the centroid of the cluster are considered as
central (i.e. most representative of the document topic).

A great number of summarization systems use centrality to identify rel-
evant sentences for the summary, along with an algorithm to avoid redun-
dancy (Erkan and Radev, |2004; Litvak and Last, 2008} [Mihalcea and Tarau,
2004; |Zhang et al.l 2011)). Concerning more recent approaches, |(Cho and Kim
(2015) propose a social network-inspired method for the extraction of key sen-
tences from a document. To this end, sentences are represented by their TF-
IDF scores and connected according to the co-occurrence of keywords among
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them. Sentences are then scored based on their centrality in the co-occurrence
network. Marujo et al.| (2015) use a multi-document approach based on KP-
centrality (i.e. the centrality of key phrases found within the text). KP are
extracted from the documents using supervised machine learning on a bag of
words model, and then are used to build a pseudo-passage that represents the
central topic of each document (centroid). Most representative passages from
each document are then extracted based on their closeness to the centroid,
and then merged to build the multi-document summary. [Sarkar et al.| (2015)
improve the computation of the similarity between sentences to produce a sin-
gle summary from a set of related documents. They build a graph were nodes
represent sentences and edges are added between nodes representing similar
sentences. Centrality of sentences is then computed as the degree of the nodes,
and next ranked according to such centrality and extracted to generate the
summary.

However, the information need of users frequently goes far beyond central-
ity and should take into account other selection criteria such as diversity, nov-
elty and priority. This is specially true in the reputational scenario. Although
the importance of enhancing diversity and novelty in various NLP tasks has
been widely studied (Clarke et al.l 2008; |Mei et al.l2010), reputational priority
is a domain-dependent concept that has not been considered before. Other pri-
ority criteria have been previously considered in some domains and scenarios:
Plaza and Carrillo-de Albornoz (2013), for instance, showed that it is pos-
sible to improve summarization of scientific articles by prioritizing sentences
covering the methods and results of the experiments reported in the articles.
Similarly, Meena and Gopalani| (2015) used the location of the sentence in a
general-domain text as the main indicator of its priority, along with the pres-
ence of named entities and proper nouns. In [Fiszman et al.| (2009)), concepts
related to treatments and disorders are given higher importance than other
clinical concepts when producing automatic summaries of MEDLINE cita-
tions. In opinion summarization, positive and negative statements are given
priority over neutral ones. Moreover, different aspects of the product/service
(e.g., technical performance, customer service, etc) are ranked according to
their importance to the user (Pang et al. |2008]). This is sometimes referred
as to aspect-based summarization, and has been recently tackled using con-
volutional neural networks (Wu et al 2016). Priority is also tackled in query
(or topic)-driven summarization, where terms from the user query are given
more weight under the assumption that they reflect the user relevance criteria
(Litvak and Vanetik, [2017; [Nastasel 2008]).

In the ORM scenario, priority refers to the importance of comments and
opinions made by users for the company being analyzed. The priority detection
problem in ORM was addressed at RepLab 2013 contest (Amigé et al.||20134).
The systems participating showed that priority depends on a set of relevance
criteria including the centrality of the topic, the influence of users that discuss
on the topic, and the sentiment of the comments (Cossu et al., 2014)), to name
a few. However, the results of RepLab 2013 prove that priority classification
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for ORM is still an open problem and that further investigation on relevant
priority signals must be done.

3 The RepLab Summarization Dataset: A New Dataset for
Reputation-oriented Tweet Stream Summarization

As part of the present work, and because no similar resource is available for
research, we have developed the RepLab Summarization Dataset. To this end,
we have started from the dataset released in the RepLab 2013 evaluation forum
(Amig6 et al., |2013a)). The RepLab 2013 collection consists in a set of tweets
manually annotated for the following subtasks:

— Filtering: Systems are asked to determine which tweets are related to an
entity and which are not. Manual annotations are provided with two pos-
sible values: related/unrelated.

— Polarity for reputation classification: The goal is to decide if the tweet
content has positive or negative implications for the company’s reputation.
Manual annotations are: positive/negative/neutral.

— Topic detection: Systems are asked to cluster related tweets about the
entity by topic with the objective of grouping together tweets referring to
the same subject, event or issue.

— Priority assignment: It involves detecting the relative priority of topics.
Manual annotations have three possible values: Alert/mildly_important/
unimportant.

RepLab 2013 uses Twitter data in English and Spanish. The collection
comprises tweets about 61 entities from four domains: automotive, banking,
universities and music. For the development of the RepLab Summarization
dataset, we only use tweets from the automotive and banking domains, be-
cause they consist of large companies, i.e. Santander, Barclays, Audi, BMW,
etc. , which are the standard subject of reputation monitoring as it is done by
experts: the annotation of universities and music bands and artists is more
exploratory and does not follow widely adopted conventions as in the case
of companies. Moreover, we only use those tweets that are manually anno-
tated as related to the entity (i.e., we discard the non-related tweets). As a
result, our subset of RepLab 2013 comprises 71,303 English and Spanish tweets
distributed as shown in Table|l} Language detection is done using the “langde-
tect”E| library, by taking those tweets for which the probability of belonging
to a certain language, English or Spanish, was greater than 95%.

To develop our summarization dataset, we presented to an annotator the
tweets grouped by topic (since these clusters are already manually annotated
in the RepLab 2013 dataset). Only “Alert” and “Mildly important” topics are
considered: we discard “Unimportant” topics, as we consider them irrelevant
for summarization purposes. For each tweet in a topic, the following informa-
tion is available: the ID or unique identifier of the tweet, the date when the

I https://code.google.com/p/language-detection/
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Automotive Banking Total

Entities 20 11 31
# Tweets (training) 15,123 7,774 22,897
# Tweets (test) 31,785 16,621 48,406
# Tweets (total) 46,908 24,395 71,303

Table 1: Subset of RepLab 2013 used in the RepLab Summarization dataset

tweet was written, the number of followers of the author of the tweet, the
reputational polarity of the tweet, and the text of the tweet.
For each topic, we asked the annotator to generate:

— An extractive summary, selecting the tweet or tweets that best summarize
the content of the topic. The annotator was allowed to make no selections
if she considered that no tweet is representative of the topic. We asked
the annotators to be very careful not to include redundant tweets in the
selection. If two tweets are equivalent for summarization purposes, the an-
notator was instructed to select the tweet whose author has more followers
and, in case of a tie, to pick the one that was created first. In practice, the
number of tweets selected as a representative summary ranges from 0 to 3.

— An abstractive summary, writing a paragraph that summarizes the content
of the topic, both in English and in Spanish (note that the RepLab dataset
contains tweets in both languages).

As a result, for each entity in the dataset we obtained (i) an extractive
summary that consists of the list of tweets that summarize each of the topics
for that entity, ordered by priority; and (ii) two abstractive summaries (one
in English and one in Spanish), which are the concatenation of the paragraphs
that summarize each of the alerts and mildly important topics. In order to
create the manual abstractive summaries, the annotator proceeded as follows:
(i) he read both English and Spanish tweets; (ii) he wrote Spanish summaries
and (iii) he translated Spanish summaries into English. The average number of
words in a entity’s abstract depends on the domain and the language. Spanish
abstracts in the automotive domain have, on average, 391 words while in the
banking domain the average number of words per abstract is 677. For English
abstracts, average number of words is 323 for automotive and 553 for banking.
Average sentence length is 4.4 words in Spanish abstracts and 3.7 in English
ones. Figure [1] shows the manual summaries generated for a topic (cluster)
from the RepLab Summarization dataset.

Listing 1: Example summaries for a RepLab topic referring to BMW

1 <cluster label="Google and BUW rated most attractive employers
by European business, engineering students” priority="
mildly\_important”>

2 <tweet 1d="278778028023230464” date="Wed Dec 12 09:27:15 CET
2012” followers="875973” polarity="positive”> Google, BVW
rated most attractive employers by European business,
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engineering students http://tnw.to/f0ZH1 by
@robinwauters</tweet>

3 <tweet 1d="278781059162849280” date="Wed Dec 12 09:39:18 CET
2012” followers="556" polarity="positive”> #Google, #HBIW
rated most attractive employers by #European business,
engineering students http://j.mp/S9haKD</tweet>

4 <tweet 1d="279123524097028096” date="Thu Dec 13 08:20:08 CET
2012” followers="814" polarity="positive”> Google and BVW
are the Most Attractive Employers for Europeans via
PRNewswire http://pop.to/ldzxv</tweet>

5 <summary

6 abstract\_.EN="Google and BMW are the Most Attractive Employers
for Europeans”

7 abstract\_ES="Google y BMW son elegidos como los empleadores
mas atractivos para los europeos”

8 extract="278778028023230464”

9 </cluster>

4 A New Metric for Reputation-oriented Tweet Stream
Summarization

Standard summarization evaluation makes use of ROUGE metrics
to measure the content overlap between a peer (an automatic summary) and
one or more reference (manual) summaries (also called “models”). The need
of model summaries, is however, one of the main disadvantages of ROUGE,
since the production of manual summaries for large evaluation collections is a
very time-consuming task.

As an alternative evaluation approach for extractive summaries, we pro-
pose to evaluate summarization systems in a way that does not require model
summaries. We interpret the extractive summary produced by the system as
a ranked list of tweets, and evaluate the quality of the ranking in terms of
relevance and redundancy with respect to the manually annotated topics and
topic priorities in the RepLab dataset. The idea is to make an analogy be-
tween the task of producing a summary and the task of document retrieval
with diversity. When considering diversity, the retrieval system must provide
a ranked list of documents that maximizes both relevance (documents are rel-
evant to the query) and diversity (redundance is minimized: documents reflect
the different query intents, when the query is ambiguous, or the different facets
in the results when the query is not ambiguous).

Producing an extractive summary is, in fact, a similar task: the set of
selected sentences should maximize relevance (they should convey essential
information from the documents) and diversity (sentences should minimize
redundancy and maximize coverage of the different information nuggets in the
documents). The case of reputation reports using Twitter as a source is even
more clear, as relevance is modeled by the priority of each of the topics. An
optimal report should maximize the priority of the information conveyed and
the coverage of high-priority entity-related topics (which, in turn, minimizes
redundancy).
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Let us now consider the following user model for tweet summaries: the
user starts reading the summary from the first tweet. At each step, the user
goes on to the next tweet or stops reading the summary, either because she is
satisfied with the knowledge acquired so far, or because she does not expect
the summary to provide further useful information. User satisfaction can be
modeled via two variables: (i) the probability of going ahead with the next
tweet in the summary; (ii) the amount of information gained with every tweet.
The amount of information provided by a tweet depends on the tweets that
precede it in the summary: a tweet from a topic that has already appeared in
the summary contributes less than a tweet from a topic that has not yet been
covered by the preceding tweets. To compute the expected user satisfaction,
the evaluation metric must also take into account that tweets deeper in the
summary (i.e. in the rank) are less likely to be read, weighting the information
gain of a tweet by the probability of reaching it. We can measure the expected
user satisfaction by adapting Rank-Biased Precision (RBP) (Moffat and Zobel,
2008)), an Information Retrieval evaluation measure which is defined as:

d
RBP=(1-p) Y rixp'™! (1)
i=1

where r; is a known function of the relevance of document at position 1,
p is the probability of moving to the next document, and RBP is defined
as utility /effort (expected utility rate), with utility being Z?Zl r; % p*~1 and
1/(1 — p) the expected number of documents seen, i.e. the effort.

We prefer RBP to other diversity-oriented evaluation metrics because it
naturally fits our task, the penalty for redundancy can be incorporated without
changing the formula (we only have to define r; adequately), and because it has
been shown to comply with more desired formal properties than all other IR
measures in the literature (Amigé et al.,|2013b)), and can be naturally adapted
to our task.

Indeed, the need to remove redundancy and the relevance of priority in-
formation can be incorporated via r;. We propose to model r; according to
two possible scenarios. In the first scenario, incorporating more than one tweet
from a single topic still contributes positively to the summary (but increas-
ingly less than the first tweet from that topic). This is well captured by the
reciprocal of the number of tweets already seen from a topic (although many
other variants are possible):

1
= ke {1...i = 1}Jtopic(i) = topic(R)}] @)

We will refer to RBP with this relevance formula as RBP-SUM-R (RBP
applied to SUMmarization with a Reciprocal discount function for redun-
dancy).

In the second scenario, each topic is exhaustively defined by one tweet, and
therefore only the first tweet incorporated to the summary, for each topic, con-
tributes to the informative value of the summary. Then the relevance formula

Ti
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is binary:
3)

We will refer to RBP with this relevance formula as RBP-SUM-B (RBP
applied to SUMmarization with a Binary discount function for redundancy).
With respect to the parameter p (probability of going ahead reading the sum-
mary after reading a tweet), we must aim at large values, which better reflect
the purpose of the summary. For instance, a value of p = 0.95 means that the
user has a 60% chance of reading beyond the first ten tweets, and a value of
p = 0.5 decreases that probability to only 0.1%. Figure |1| shows how the prob-
ability of reading through the summary decays for different values of p. We
will perform our experiments with the values p = 0.9 (which decays fast for a
summarization task) and p = 0.99 (which has a slower but still representative
decay).

1 if Vk € {1..i — 1}topic(i) # topic(k)
r, = .
0 otherwise

1 —
—
o —
5 0.8 .
—
-
E o 0,9
g k
0.4 0,99
@ g3 0,999
o 0,9999
8]
[ #]
I

S N Q )
= L )
1 \C]z ~? ~2

Rank position

Fig. 1: Probability of reading through the summary for different p values

Our proposed metrics, RBP-SUM-R and RBP-SUM-B, have some benefits
with respect to summarization metrics based on peer to model comparisons
such as ROUGE:

— The first advantage is that they follow a user model: there is an underlying
hypothesis of what users do and why. Conventional summarization metrics
are agnostic with respect to what the users need from summaries, although
we know that, for instance, the task of producing an indicative summary
is quite different from the task of producing an informative summary.

— The second benefit is that our metric is interpretable: we can inspect what
systems are doing right and what they are doing wrong and use the infor-
mation from the metric to improve them, because we can inspect which
topics are being properly summarized and which are not, how well systems
remove redundancy and how well they select relevant information, etc.
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— A third advantage is that the metric can accommodate different redun-
dancy and priority weights, something which is not possible with ROUGE
and most other (automatic) summarization metrics.

— Finally, our metric eliminates the need to create several model summaries
for the same text stream, as they operate directly on the information that
the summaries should have (i.e., priority topics) rather than on the several
possible instantiations of that information in equally valid summaries. Note
that we also eliminate the need to specify the compression rate both of the
manual summaries and of the automatic summaries, which again makes
producing datasets and evaluating systems more cost-effective.

Of course there are also some disadvantages with respect to the use of
ROUGE-like metrics. The most important limitation is that RBP-SUM can
only be applied to extractive summarization. Another issue is that we need
to fix an appropriate value for p, which requires specific experimentation for
each dataset.

5 Experimental design

In order to answer our second research question (Is it possible to apply met-
rics from search with diversity to the evaluation of reputation-oriented auto-
matic summaries?), we will compare the results of our evaluation metric with
those of the de-facto standard metric ROUGE-2, when evaluating a number of
automatic summarizers on the RepLab Summarization Dataset. We selected
ROUGE-2 variant due to its high correlation with human judges in many test
collections. ROUGE-2 counts the number of bi-grams that are shared by the
peer and reference summaries and computes a recall-related measure (Lin)
2004). These same experiments will allow us to investigate our first research
question: what is the relationship between centrality and priority?; May prior-
ity signals be effectively used to enhance summaries?

For this purpose, we will compare five summarization approaches: two base-
lines and three contrastive systems, that will be evaluated using both ROUGE
and RBP-SUM metrics. We build summaries at 5, 10, 20 and 30% compression
rate, for all the approaches. The two baselines are described below:

LexRank. As a standard summarization baseline, we use LexRank (Erkan
and Radev, |2004), one of the most popular centrality-based methods for multi-
document summarization. LexRank is executed through the MEAD sum-
marizer (Radev et all [2004) (http://www.summarization.com/mead/) using
these parameters: -extract -s -p 10 -fcp delete. It is worth noting that MEAD
removes redundancy.

Followers. The number of followers is a basic indication of priority: things
being said by people with more followers are more likely to spread over the
social networks. As a baseline system based on priority, we simply rank the
tweets by the number of followers of the tweet’s author, and then apply a
technique to remove redundancy. Redundancy is avoided using an iterative
greedy algorithm: a tweet from the ranking is included in the summary only
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if it has a vocabulary overlap less than 0.02, in terms of the Jaccard measure,
with each of the tweets already included in the summary. Once the process
is finished, if the resulting compression rate is higher than desired, discarded
tweets are reconsidered and included by recursively increasing the threshold
in 0.05 similarity points until the desired compression rate is reached.

We now discuss the contrastive systems. The first contrastive system (SSV)
is based on distant supervision methods, and uses a set of signals, derived from
previous approaches used for detecting priority, to generate a ranking of tweets.
The second contrastive system (L2R) is fully supervised, and uses Learning
to Rank techniques to generate the ranking of tweets. The third approach
(SS/L2R) is the combination of the two previous approaches.

Signal Selection & Voting (SSV). This contrastive system considers a
number of signals of priority and content quality. Each signal (selected using
the training set) provides a ranking of all tweets for a given test case (an
entity), and we then combine the rankings using a voting procedure. The
details of the algorithm are:

— Using the training part of the RepLab dataset, we compute two estimations
of the quality of each signal: (i) the ratio between average values within
priority values (if priority tweets receive higher values than unimportant
tweets, the signal is useful), and (ii) the Pearson correlation between the
signal values and the manual priority values. The signals (which are self-
descriptive) and the indicators are displayed in Figures [2[ and

Ratio between average values within priority levels
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Fig. 2: Ratio between average values for priority vs unimportant topics

— We retain those signals with a Pearson correlation above 0.02 and with a
ratio of averages above 10%. The resulting set of signals is: URLS count
(number of URLSs in the tweet), 24h similar tweets (number of simi-
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Pearson correlation between signals and priority
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Fig. 3: Pearson correlation between signal values and manual priority

lar tweets produced in a time span of 24 hours), Author num followers
(number of followers of the author), Author num followees (number of
people followed by the author), neg words (number of words with negative
sentiment), Num pos emoticons (number of emoticons associated with a
positive sentiment), and Mentions count (number of Twitter users men-
tioned). Polarity features have been extracted using three affective lexicons:
the General Inquirer (Stone et al., |1966), SentiSense (de Albornoz et al.,
2012) and SentiStrength (Mike et al., |2010).

— Each of the selected signals produces a ranking of tweets. We combine them

to produce a final ranking using Borda count (Van Erp and Schomaker
2000)), a standard voting scheme to combine rankings.

— We remove redundancy with the same iterative procedure used in the Fol-

lowers baseline.

Learning to Rank (L2R). This contrastive system considers the same

initial set of signals of priority and content quality than in the voting approach,
but using a Learning to Rank approximation. In summary, a L2R approach
makes use of a Machine Learning (ML) algorithm and an optimization func-
tion in order to generate several rankings with the aim of maximizing the
optimization function. To implement this system we have used the RankLikﬂ
package. This software offers different ML algorithms and evaluation metrics
for optimization. We have evaluated several ML algorithms and finally selected
the Random Forest (Breiman) [2001)) and the nDCG metric for optimization
function due to its similarities with the evaluation of the proposed problem.

2 https://sourceforge.net/p/lemur/wiki/RankLib/
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Similarly, we remove redundancy with the same iterative procedure used in
the Followers baseline.

Signal Selection and Learning to Rank (SS/L2R). Finally, we aim
to test how the combination of both approaches behaves. To this aim, we
use the set of signals selected in the SSV procedure, and then feed the L2R
method with these signals. Again, the iterative procedure used in the Followers
baseline is employed to remove redundancy.

An example of a reputation summary is shown in Appendix [A]

6 Results and discussion

In this section we present the results of the experiments and discuss such
results according to our two research questions. We also describe the results of
a further experiment that investigates the role of different priority levels in the
generation of the summaries and how can they be included into our evaluation
metric.

6.1 RQ1: Is it a new problem? Is it topic priority different from topic
centrality?

Our first Research Question was whether producing reputation reports is a
standard summarization problem, or a new one, given that the notion of prior-
ity seems to play a significant and distinctive role in our reputational scenario.

To answer the question, we have evaluated all baseline and contrastive sys-
tems using the RepLab Summarization dataset. Figure [d] compares the results
of the LexRank and Followers baselines with the three contrastive systems
(SSV, L2R, SS/L2R) in terms of ROUGE-2. Firstly, ROUGE-2 is computed
using the manual abstractive summaries as reference summaries (see Section
).

Results clearly indicate that priority signals play a major role in the task,
and therefore producing reputation reports is not a standard, centrality-orien-
ted summarization problem. In terms of ROUGE, the combination of signals
(SSV) is consistently better than both LexRank and the Followers baseline at
all compression levels, with all differences being statistically significant. Re-
markably, even the followers baseline, which uses a rough indication of priority
as the only signal for summarization, also performs better than LexRank at
all compression levels. This indicates that centrality alone is not adequate to
characterize a good reputational summary.

Surprisingly, the direct supervision approach (L2R) does not outperform
the followers baseline, and achieves only marginally better results than the
LexRank baseline, specially for compression rates of 5% and 10%. This unex-
pected difference in the results between the SSV and the L2R may reside in
the differences between the training and test sets in the RepLab 2013 dataset.
Training and test tweets are separated by 6 months, which makes direct su-
pervision challenging. It is possible that a more distant supervised technique
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Fig. 4: Evaluation using Rouge-R2 with respect to Manual Abstractive Sum-
maries.

(only signal selection is supervised), produces less over-fitting and obtains bet-
ter results than a fully supervised approach. This is consistent with the results
of the combined approach, SS/L2R, that achieves better results than both
baselines, but is slightly lower than SSV.

Let us now do a similar study, but using the extractive manual summaries
instead of the abstractive ones. Results are shown in Figure |5l Note that the
extractive summaries were generated by manually selecting those tweets that
are more relevant for a given topic (see Section . The vocabulary overlap
of the automatic summaries with the extractive summaries is expected to be
higher, and therefore the absolute evaluation figures are higher, in terms of
ROUGE-2, than those achieved by comparing with the abstractive summaries
(see Figure [d)).

Consistently with the results with respect to abstractive summaries, the
SSV and SS/L2R approaches clearly outperform the two baselines and the
L2R system. Besides, as in the abstractive evaluation, the L2R approach does
not improve the Followers baseline, and only outperforms the LexRank base-
lines for compression rates 20% and 30%, being the results even worse for
compression rates 5% and 10%. Results are similar to those achieved by the
abstractive evaluation, with the exception that absolute values are higher (as
expected comparing to extractive summaries).

6.2 RQ2: Is it possible to apply metrics from search with diversity to the
evaluation of automatic summaries?

Our second goal is to test our alternative methodology for evaluating reputa-
tional summaries, which leads to our RPB-SUM-R, and RBP-SUM-B metrics
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Fig. 5: Evaluation using Rouge-2 and Extractive Reference Summaries.

that use as ground truth a manual annotation of topics and their priorities,
instead of actual summaries.

Figure [6] shows the results of RBP-SUM-R, which penalizes redundancy in
the ranking with a reciprocal discount function. According to the metric, our
three contrastive approaches outperform both baselines for both values of p.
Consistently with the evaluation using ROUGE and manual summaries, SSV
and SS/L2R are considerable better than the fully supervised L2R approach,
and clearly outperform both baselines. The results of the L2R contrastive
system are similar to those obtained by the Followers baseline, but still con-
siderably better than the summarization baseline (LexRank).

RBP-SUM-R Evaluation RBP-SUM-R Evaluation
p=0.9 p=0.99
07 07

06

06
0.5 0.5
= u LexRank = B leRank
204 204
u Folowers u Followers
203 FE]
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2R 2R
0,1 0,1
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0 0
5% 30% 5% 10% 20% 30%
Comp

10% 20%

Compression Rate ression Rate

Fig. 6: Evaluation Results using RBP-SUM-R, (reciprocal discount)

Figure [7]shows the results when considering redundancy with a binary dis-
count function, RBP-SUM-B. The results are similar than those achieved by
RBP-SUM-R, but with lower absolute values as the scoring function is stricter.
As in the previous experiments, the SSV and SS/L2R approaches clearly out-
perform the two baselines and the L2R approaches. L2R achieves similar re-
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Fig. 7: Evaluation Results using RBP-SUM-B (binary discount)

sults than the Follower baseline, and substantially improves the LexRank base-
line.

Overall, evaluation with RBP-SUM is consistent with the results obtained
in the standard evaluation using ROUGE. The only difference is that this eval-
uation methodology, which penalizes redundancy more heavily (tweets from
the same topic receive an explicit penalty), gives the followers baseline a higher
score than LexRank at all compression levels (with both relevance scoring
functions).

Relative differences are rather stable between both p values and between
both relevance scoring functions. Naturally, absolute values are lower for RBP-
SUM-B, as the scoring function is stricter. Although experimentation with
users would be needed to appropriately set the most adequate p value and
relevance scoring schema, evaluation results seem to be rather stable with
respect to both choices.

6.3 Weighting different priority levels: detecting alerts vs mildly relevant
information

As stated in the previous experiment, the reputational priority of analyzed
conversations plays an important role in the generation and analysis of the
final summary. In order to investigate the role of priority levels and how can
they be considered in our evaluation metric, we have modified the parameter
r; of the RBP-SUM measures (see Section E[) to assign different weights to
each priority level. In particular, we give a higher weight to reputation Alerts
than to Mildly Important topics:

PTZU

" Tk e {1...i— 1}[topic(i) = topic(k)}] )

Where Pry, is 2 when the tweet belongs to an Alert topic and 1 when the
tweet belongs to a mildly important topic. Regarding the equation [3| for the
RBP-SUM-B metric, the priority levels are introduced as follows:
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2 if Vk € {1..i — 1}topic(i) # topic(k) A topic(i) € Alerts
ri=< 1 ifVke {1..i— 1}topic(i) # topic(k) A topic(i) € Mildly Important
0 otherwise
(5)
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Fig. 8: Evaluation Results using RBP-SUM-R with Priority levels
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Fig. 9: Evaluation results using RBP-SUM-B with Priority levels

As can be seen in Figures [§] and [0} results are similar to those obtained
without using different weights for alerts vs important topics. The main dif-
ference observed is with respect to the LexRank baseline, which now achieves
better results compared with the Followers baseline than in the previous re-
sults. This indicates that centrality signals are better at identifying alerts than
mildly important issues. In other words, alerts seem to have not only reputa-
tional priority, but also topic centrality.

Apart from that difference, the best results are once again achieved by the
contrastive system SSV, followed by the combined approach SS/L2R.
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7 Conclusions

In this paper we have hypothesized that the problem of generating reputation
reports, which is both practical and challenging from a research perspective,
is different from the general summarization task, because the notion of repu-
tational priority is different from the traditional notion of importance or cen-
trality. Our experiments support the hypothesis: even a naive baseline based
on reputational priority, which simply takes the tweets written by the most
followed authors and removes redundance, is significantly better than a stan-
dard summarization system based on centrality (LexRank). Our contrastive
systems explore several priority and centrality signals, and they all outperform
both LexRank and the followers baseline.

We have also seen that purely supervised methods (exemplified by a Learn-
ing to Rank algorithm) have difficulties, partly because reputation topics (at
least in Twitter) evolve very quickly, and training on current data may be
misleading for data to come. A distant supervision approach, that only uses
training data to select valuable signals, performs much better than our fully su-
pervised strategy. Another contributing factor may be that reputation alerts
are typically new, unexpected issues, which are challenging to detect with
purely supervised methods.

Once we know that producing reputational reports is a differentiated prob-
lem, an immediate question is how best to evaluate systems for this task. We
have compared the most popular summarization evaluation method (ROUGE-
like similarity measures that compare system outputs with reference manuals
summaries) with a novel evaluation methodology that establishes an analogy
with the problem of search with diversity, and adapts an IR evaluation metric
to the task. We have called this new metric RBP-SUM. The results of the
global, quantitative evaluation is highly correlated with using ROUGE with
respect to manually produced reports. Overall, we advocate the use of RBP-
SUM to evaluate reputation reports because of its many advantages: (i) it
avoids the need of explicitly creating reference summaries, which is a costly
process; the annotation of topics and priorities is sufficient; (ii) It is derived
from a user model, and it allows an explicit modeling of the patience of the
user when reading the summary, and of the relative contribution of information
nuggets depending on where in the summary they appear and their degree of
redundancy with respect to already seen text; (iii) It is interpretable: it is pos-
sible to analyze where the algorithm is failing (redundancy, failure to identify
important topics, etc.) in order to make improvements; and (iv) it does not
require systems to generate summaries at different levels of compression. The
only clear limitation of RBP-SUM is that it can only be applied to extractive
summarization techniques, as it operates on a rank of tweets (or sentences).
Another minor limitation is that it requires to set the parameter p for each
experimental setting.

Finally, other results from our experiments indicate that evaluation with
respect to abstractive and extractive summaries both gives similar results.
This is an interesting finding, since it allows to build abstractive and extrac-
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tive summaries depending on what is more efficient depending on the actual
scenario.

The generation of reputation reports, although critical in the field of Pub-
lic Relations in general and Online Reputation Management in particular, is
still not well understood from a research perspective. Ultimately, the main
contribution of this paper is probably the test collection we have built, which
comprises extractive and abstractive summaries in two languages for a large
number of companies in two domains (banking and automobile). Our plan is to
openly release the collection for research purposes, and we expect it to enable
further experimentation on the topic.
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Appendix A Example of a Reputation Summary

"Santander may sell U.S. car finance arm to raise cash http://bit.
ly/WCi6Za "

"Santander planea absorber Banesto http://www.telecinco.es/
informativos/economia/Santander -absorber -Banesto-CNMV -
cotizacion\_0\_1526175033.html "

"Sernac oficié al Banco Santander por nueva falla http://bit.ly/
RfDthz "

"Inditex, Mercadona y Santander lideran el ranking de mejores
empresas para trabajar en Espafia #empleo #trabajo http://ow.ly
/fo7Rh "

"Elmo: 6 de diciembre - 5.00 Santander aumenta las alarmas sobre
Salfacorp: duda que pueda cumplir sus compromisos de http://
goo.gl/bwn65 "

"Santander cerrard 700 oficinas tras la integracidén de las filiaes

Banesto y Banif. http://bit.ly/U6ZCy7 #economia #finanzas #
bolsa #forex"

"Banco Santander despide a 1.200 empleados de Brasil por el
pinchazo ... http://bit.ly/Unyo31 "

"E1l #SERNAC pidié antecedentes al Banco Santander por nuevo fallo
en sus sistemas http://ow.ly/fViPT "

" Financieros?: compras en CaixaBank y Santander, ventas en
Mapfre y Popular http://bit.ly/Tx780W #finanzas #economia"

"Concurso FotoTalentos 13 Fundacidén Banco Santander y Universia
http://ow.ly/glYEA "

"Santander y la burbuja: ""Algunas comunas de Santiago presentan
alzas que no ... - Diario inmobilia... http://bit.ly/XjLdAI #
inmobiliaria"

"Negative outlook for Santander UK says S\&P: Santander UK has
been taken off CreditWatch negative by Standard and... http://
bit.ly/T5kdUT "

"Ingresa unos 11,9 millones Emilio Botin vuelve a cobrar todo el
dividendo de Santander en efectivo http://www.cincodias.com/ "

"Anuncia Banco Santander en Espafia cierre de 700 sucursales http
://mile.io/Yb0ODpB "
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"Santander plans to invest in Spain’s bad bank http://dlvr.it/2
VSJ4K #forex"

"Santander y Aegon se alian para potenciar el negocio de
bancaseguros en Espafia | http://Diarioelaguijon.com http://
www.diarioelaguijon.com/noticia/12280/ECONOMIA-Y-EMPRESAS/
Santander -y-Aegon-se-alian-para-potenciar-el-negocio-de-
bancaseguros -en-Espana.html "

"Segunda convocatoria del programa Becas Santander. http://buzz.mw

/-SJp\_y "

"Get a Car - Enter your zip code to find dealers near you that
offer financing with one of Santander programs. http://bit.ly/
pZGfho "

"Santander considers absorbing Banesto - http://FT.com -

Financial Times http://tinyurl.com/d2ked9s "
"El Santander cerrard 700 sucursales al integrar Banesto en su
estructura http://ow.ly/g9V8J Banesto se dispara en Bolsa"
"VIDEO Un grupo de j6venes arremete contra una sucursal del
Santander y revienta el escaparate con una valla http://www.

youtube.com/watch?v=x2QevygFits #14N"

"Conveyancing Top solicitor pulls off Santander mortgage fraud -
Bridging and Commerical: Top solicitor pulls off... http://bit
.ly/W8wfyv "

"#Colombia Santander tiene un programa de tecnologia para mujeres
empresarias http://bit.ly/Wqorr5 "
"Santander says to close 700 bank branches after Banesto buyout:

MADRID, Dec 17 (Reuters) - Spain’s largest bank ... http://bit
.1ly/SDNW76 "

"#Spain’s #Santander studying how to absorb #Banesto: http://bit.
ly/Zci9x1 | #MADRID #Banco"

"Mirad grafico al final del post y entenderéis como uno puede
convertirse en banquero casi gratis #Santander # Banesto http
://www.gurusblog.com/archives/banco-santander -absorber -banesto
/17/12/2012/ "

"La absorcién de Banesto por parte del Santander pone fin a 110 aifl
os de historia de la entidad: http://www.telecinco.es/
informativos/economia/absorcion-Banesto-Santander-historia-
entidad\_0\_1526175166.html "

"Santander México es reconocido como Banco del Afio - http://bit.ly
/SsTE9p "

"Santander invertira 660 millones y Caixabank, 470 millones en la
primera fase del banco malo: Santander y CaixaB... http://bit.
ly/Scq4Hp "




