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Resumen

En este trabajo exploramos el uso de datos artificiales para mejorar el com-

portamiento de modelos de respuesta a preguntas multirespuesta en con-

textos de escasez de datos generados por humanos, con especial foco en los

distractores de dichas preguntas. Primero proponemos un proceso a seguir

para generar este tipo de datos para posteriormente medir de forma preci-

sa y cuantificable el aporte de estos datos al entrenamiento. Finalizamos el

trabajo con un caso concreto en el que mejoramos el rendimiento de nuestro

modelo mediante este proceso, y finalizamos explorando las limitaciones que

se nos presentan.





Abstract

In this work we explore the use of artificially generated data to improve the

behaviour of Question Answering models in the context of Multiple Choice

Questions, focusing specially on the distractors of said questions. We propose

a general course of action to take the original data, generate new data from

it and measure the gain in learning that our model is able to extract from it.

We then carry on with a specific example where we show our model indeed

gets better with this process, to then spend some time studying the limits

of this proposed approach.
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Chapter 1

Introduction

In this work we’ll be focusing in improving model performance in the task

of answering Multiple Choice questions from a given text.

This task usually provides the model with a sample text and a question

whose answer can be inferred from reading the text. The task of answering

this question is usually given the name of Reading Comprehension.

Multiple Choice versions of this task involve presenting the reader (or

model) with a number of closed options to choose from. The correct one

we’ll call the answer and the others will receive the name of distractors.

Most of the big advances in Machine Learning in general and Natural

Language Processing in particular have come from training models in bigger

and bigger datasets, which might make them difficult to use to our advantage

in contexts where data scarcity is commonplace.

The most usual approaches that we find nowadays that tackle this pro-

blem somewhat succesfully are the ones based in transfer learning, where

we make use of a model already trained on larger general purpose text co-

llection and then transfer this knowledge by learning this specific task on a

smaller collection.

Although this allows us to get better performances, Question Answering

multiple choice collections remain smaller and less developed compared to

other collections intended for tasks like simple reading comprehension or

translation where large datasets can be taken straight from the web or other

sources.

This is due to the fact that generating this data is usually relatively

costly for a human, who has to first read the texts presented to them, then

think of some questions that would judge sufficient comprehension of the
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text presented, and then think of other possible (yet wrong) answers so that

finding the correct one presents enough of a challenge to the reader.

In turn, our main motivation is to propose methods for the generation

of question and answers collections of the Multiple Choice kind that allow

us to improve present day prediction models, providing them with larger

datasets so they can learn more from them.

The other task for models that is important to this work is that of

Question-Answer Generation, which can be split into Question Generation

and Answer Generation, although they are tackled together in some cases.

The goal of Question Generation is to automatically produce questions that

can be answered with information present exclusively in the content of a

certain given content. This content will be text in our case, but it can be

found databases or even images in some recent developments. The answers

and questions themselves can be classified into many different kinds. For

example, in our case the answers might be of different lengths, ranging from

words to named entities to entire sentences. We might also be asking for a

concise, short answer or expecting a longer, more thorough answer.

One of the most obvious applications of this lies in education, where

question generation helps in evaluating reading comprehension. It can also

be used to create quizzes and online tests saving hundreds of hours of manual

effort from educators, so our purpose then can be summed up as saving time

for professors and every educator involved in the process of exam design.

Another human application of the development of these models can be a

serving as a spowerful tool for the practice of students preparing for a real

test.

Often questions are generated from already available pre-selected ans-

wers in a process usually called extractive, although it’s often the case we

want to generate questions that query the text for additional information

not contained within.

The main course of our work will involve generating new questions, ans-

wers and distractors from a corpus of given texts, that we will use to try and

improve model performance in the task of Question Answering questions of

the Multiple Choice kind, including generating the distractors involved so

they are of sufficient quality to aid the model in training.

This would provide models with a cheap way of training themselves with

an expanded corpus in a context of special scarcity, as well as potentially

https://paperswithcode.com/task/question-generation/codeless?page=7
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making a first step in generating these questions and distractions well enough

so that they can be used to expand the corpus for the human task of writing

exams.

In tackling this challenge, we’ve faced a number of issues that we elabo-

rate on in greater detail throughout this essay. Also due to the experimental

nature of this work, at some points it isn’t clear if one strategy to follow

is better than another. In those cases, when it was the case the decision

was a matter of importance for our objectives like finding out if there is a

better strategy for distractor generation than another, or if a certain type

of question-answer pair yields inherently better results, we’ve opted for a

branched approach, detailing the different experiment’s results in different

tables.

We’ve accompanied this with descriptions of each experiment, their re-

sults and either any difficulty faced during their realization or if they con-

firmed or rejected our initial hypotheses.

Before moving on with the rest of the work, we include a brief description

of the aim of each chapter within this document.

We will first take a look at the related work in the field, glossing over a

relevant collection of related works. After this we’ll take a look at the data

collections we’ll be working with. Once this is done, we’ll go into a couple of

more general chapters that will explain the process followed to carry on our

experiments, and after them the last chapters will go into them with more

detail and analyze the results we’ve obtained.

The code developed to carry the experiments has been made public in

this repository, as well as the instructions for the setup in a Google Colab

environment.

https://github.com/jorses/synthetic-mc-qa/
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1.1. Objectives

The main objectives of this work are to evaluate methods to automa-

tically generate Multiple Choice collections and help evaluate their contri-

bution to improve current systems. To this end we will work towards the

following objectives:

1. Generate Question-Answer pairs from a given text.

2. Propose different methods of distractor generation for said pairs.

3. Evaluate how the quality and quantity of these tuples affects current

systems.

4. Evaluate how the different types of distractors impact the results.

1.2. Structure

Before moving on we will delve deeper into the structure of this work.

The main focus of each chapter remains as follows:

Chapter 1. Introduction. In this section we’ve stated our objective and

laid out the structure of this document and the elements we’ll be wor-

king with.

Chapter 2. Related Work. In this chapter we introduce the reader to

the state of the art of the types of models we’ll be working with, as

well as question and answer generation.

Chapter 3. Overview. Through this one we will go over the general

process followed and our logic behind it, without specifying any of the

actual technologies or data used for our experiments.

Chapter 4. The Data. This section will analyze the datasets we’ll be

working with, their properties, format and preprocessing needed to

work with them.

Chapter 5. Choice Of Technologies. In which we go over our requi-

rements and our thoughts behind the choices of the different models

we’ll use throughout our experiments.
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Chapter 6. Baselines. In this section we evaluate the baselines for our

models, and get some base results with real data to compare our results

with synthetic data against.

Chapter 7. Synthetic Data Generation. In this chapter we’ll elaborate

on the process followed to generate new synthetic samples we’ll use

later.

Chapter 8. Synthetic Data Analysis. This in turn analyzes the synthe-

tic data generated in the previous version, making sure it makes sense

and holds some predictive value.

Chapter 9. Synthetic Data Evaluation. This section contains the

results of the main experiment, improving model performance with

synthetic data generated from previously-seen texts.

Chapter 10. Limits Of Synthetic Data Generation. In this section

we’ll explore some of the limits encountered while following this pro-

cess.

Chapter 11. Conclusions and Future Work. This chapter compiles

the different conclusions reached throughout this work proposing how

to expand upon it.





Chapter 2

Related Work

Now we’ll move on to explore relevant the state of the art of several fields

which are relevant to our work. We’ll first go through the data collections

available, to then move on with the Question-Answer Generation.

2.1. Datasets

As we mentioned in the introduction, the multiple choice collections are

costly to generate and hard to evaluate. Some of the relevant collections

that have been commonly employed to train Question Answering systems

are the SQuAD(Rajpurkar et al., 2016) and the QuAIL(Rogers et al., 2020)

datasets.

The Stanford Question Answering Dataset (SQuAD) was initially thought

out for the reading comprehension task, and its composition process illus-

trates the difficulties faced by earlier efforts to create large scale collections.

For the process of generating 100,000 questions from a set of Wikipedia

articles, a crowd of human workers was put to work to generate questions

where the answer either lied within the text as a fragment or span, leaving

some questions to be unanswerable. As one can imagine, this effort was very

costly from the human side, and it was so even more when they wanted to

expand it in the 2.0 version, with 50,000 more unanswerable questions that

were written by other human workers in an adversarial process to look very

similar to the 100,000 ones that were written before.

This large efforts required to create big collections meant that a lot of

them presented poor diversity of data.

This was further diagnosed as an issue by a variety of studies. One very
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illustrative example can be found in (Gururangan et al., 2018), where the

word never is found to be very predictive of the contradiction label in the

Stanford Natural Language Inference corpus.

When the workers were faced with the task of creating a large number

of questions, turns out negating was a cost-effective strategy for the workers

follow to generate contradictory statements than the models later are able

to pick up, in detriment to facing more diverse questions.

Some of the knowledge they gathered in the process illustrates certain

aspects of crowd-sourcing that are hard beyond what we’ve already identi-

fied. First, not every text is fitted to produce all types of questions, so the

crowd could be tasked for example with generating true-or-false questions

from an opinion piece that is lacking in this kind of information.

Secondly, if instead of specifying the question type the worker is left free,

most of the times the question generated are simple factoids or too repetitive

what questions. For example, in collections created this way like (Kočiský et

al., 2018) the workers generated a corpus where 40% of the questions belong

to the simplest factoid type.

The Question Answering for Artificial Intelligence (QuAIL)(Rogers et

al., 2020) dataset tries to avoid this by reducing the amount of spurious

correlations with model predictions that these types of situations generate,

balancing different types of questions within the same dataset.

Other approaches have taken the adversarial route further, using models

in their processes that automatically reject the easy questions provided, like

in(Dua et al., 2019b). This serves as a way to weed out the weakest questions

provided by the workers, but as a result makes the resulting sample smaller.

Also approaches on multi-dataset training have been attempted in (Dua

et al., 2019a), but althoguh a model trained in one dataset does not neces-

sarily generalize to another, training on multiple datasets might create more

general-purpose systems. Special care has to be taken in this case in order

to prevent the model identifying which kinds of questions are usually paired

with each kind of text.

2.2. Question-Answer Generation

Historically Question Generation consisted on rule-based approaches like

(Heilman y Smith, 2010), (Lindberg et al., 2013); (Labutov, Basu, y Vander-
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wende, 2015). In 2017 we started to see neural approaches like ((Du, Shao, y

Cardie, 2017), (Zhou et al., 2017)) that have ended up outperforming these

early rule based approaches. This use of rule based question generation of-

ten employed over-generation and ranking questions with regression models

over manually tagged datasets of linguistic features.

These either take into account the text as a whole, like the ones we just

cited, or add a layer of importance paragraph-level information like (Du y

Cardie, 2018); (Song et al., 2018).

In the neural models we’ve also seen success with a reinforcement lear-

ning like approach, using evaluation metrics ((Song et al., 2018)) or the

accuracy (Ling, An, y Hasan, 2017) as rewards, and we’ve even seen others

use (Alberti et al., 2019); (Shoemark et al., 2019) use pre-trained language

models.

In that line, we can also encounter Variational AutoEncoders, which are

probabilistic models used in a variety of other Natural Language Processing

tasks. (Zhang, Yao, y Yan, 2018) use Variational Autoencoders for QG.

Up until these point, all of these works received a correct answer as input,

for which a question must be generated. Another line of work generates

Question-Answer pairs from context, although it is a relatively less developed

task. Nonetheless we can encounter some recent works like(Alberti et al.,

2019)

In other more recent works we can see that they propose a VAE for end-

to-end QAG, resolving QA-pair consistency by maximizing their mutual

information (Kim et al., 2019) (Yeh y Chen, 2019).

With the help of Question Generation models, it is also possible to train

the Question Answering models in a semi-supervised learning manner to

obtain improved performance.

Another interesting approach is that of (Sachan y Xing, 2018), where

they show a curriculum learning process to supervise the Question Genera-

tion model, and in the process get more and more difficult questions for the

Question Answering model.

(Dhingra, Danish, y Rajagopal, 2018) introduce a cloze-style QAGmethod

to pretrain a QA model. Zhang and Bansal (2019) propose to filter out low-

quality synthetic questions by the answer likelihood.

The models of the current state of the art make use of more modern

transformer based language modeling, like we can see in (Alberti et al.,
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2019).

(Alberti et al., 2019) implements seq2seq models that generate ques-

tions, then enforce answer consistency on synthetic questions to filter out

poorly generated questions. This technique receives the name of roundtrip

consistency.

Other works unify this approach into a single transformer model like

(Dong et al., 2019).

Some work uses NER or linguistic parsers to select passages for cloze

translation as in (Lewis, Denoyer, y Riedel, 2019); (Dhingra, Danish, y Ra-

jagopal, 2018).

To improve the quality of synthetic data generation and downstream QA

models, improving language model quality is crucial.

In addition to pretraining task innovation, BERT(Devlin et al., 2019) has

shown that increasing the size of available pretraining data directly improves

performance in downstream tasks.

Other models like T5 (Raffel et al., 2020) or GPT-3, have shown that

increasing language model scale improves the quality, coherency, and co-

rrectness of text generation.

The T5 model (Raffel et al., 2020) was originally published by Google in

February 2020. Suited for a variety of tasks, it was developed after conduc-

ting a wide survey to pin down the techniques and data that worked best for

the pretraining of this model, which resulted in the Colossal Clean Crawled

Corpus, or C4 for short, which was made publicly available.

T5 reframes all NLP tasks into one unified text-to-text format where

input and output are always strings. The following chart 2.1 taken from the

previously cited paper illustrates its different capabilities.

Figure 2.1: Example of tasks T5 is capable of doing
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In our case, we’ll be making use of a finetuned version of T5 on the

SQuAD dataset hosted publicly on HuggingFace here(Raffel et al., 2020),

providing it with the intended markings for our task. In the following figure

we can see an example of the T5 model generating a question, executed in

the HuggingFace API.

Figure 2.2: Example of T5 Question Generation

2.3. Multiple Choice Questions and Distractor Ge-

neration

Multiple Choice Questions are widely used for a variety of student as-

sessments and tests. They consist of a text, a question, the answer and a

number of wrong yet plausible enough options that we’ll call distractors.

Traditionally generated through human-based methods, automatic ge-

neration of distractors poses a number of challenges currently, and it’s far

from practical use.

These distractors might face a number of problems, given that we as

humans tend to have a wider context of the words used in them compared

to the models, which might lead to perfectly valid distractors the model

might get fooled with are almost impossible to be chosen by humans.

Most of the methods are for single distraction generation as in (Chung,

Chan, y Fan, 2020), but multiple distractors are usually required.

More complex like (Gao et al., 2018) try to generate longer and semantic-
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rich distractors, which would be close to real distractors. They propose a

hierarchical encoder-decoder framework with static and dynamic attention

mechanisms to tackle this task.

Most of the work on this field so far has been focused on creating data

good enough that humans could use, either for academic tests like in (Kal-

pakchi y Boye, 2021) or for quizzing about news stories (Lelkes, Tran, y Yu,

2021).

It could however be the case that relatively simple distractors that are

not able to fool humans could be of use to train models that could learn

something from them, expanding datasets in a context where data scarcity

is prevalent and sourcing the task of generating the texts to humans has

proven to present challenges. That is where our work comes into place.



Chapter 3

Overview

3.1. Synthetic Data Generation

We will now gloss over the general process we propose to carry this experi-

ment, before specifying the actual tools we’ve used and the specific decisions

we took.

Our general aim here is to expand a certain dataset so the model it’s

trained on yields better results compared to training it on the previously

unexpanded dataset. Let’s say a sample (or row) of our initial dataset is

composed of a given Text-Question-Answer-Distractors tuple.

We start with a sample of a certain size whose results of the training

we think could be improved with more data, as in one of the contexts of

data scarcity we mentioned earlier. From this sample, we apply a process by

which we generate synthetic data. For every text in the sample, we will first

generate Question-Answer pairs through some heuristic. In general the easier

kind would be extractive, where the answer is found within the text. Once

we have a number of pairs for the text, it’s time to generate approapiate

distractors for each one, with our strategy of choice. The result would be

several Question-Answer-Distractor tuples for each text in the real sample,

that we will then join back with our dataset.

There are some smaller parts within this process that need to be catered

to each specific case, and might benefit from a more in-detail analysis.
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3.1.1. Question-Answer Generation

Most of the question generation models belong to the extractive category,

although there are some that are able to generate answers that are not in

the text. We have to be aware of the type of collection we’re dealing with

so our Question-Answer generation method creates Question-Answer pairs

that are as similar as possible to the ones our model we’d be encountering.

For example, generating long answers when our model will mainly deal

with short ones may lead to worse results than intended, and generating

only answers present in the text might be detrimental if our model will deal

with more abstract questions that cannot be found literally within the text.

This analysis of the texts has to be carried out beforehand. It’s important

to note that we can mix different strategies to generate different kinds of

questions if we feel like we’d be facing some variety from it.

For example, if our method to generate Question-Answer-Distractor tu-

ples from these texts is able to generate three distinct tuples for every text,

our proportion will be at most one real sample for every three synthetic

ones.

3.1.2. Distractor Generation

Several strategies in distractor generation might be followed. At this

point, we have the Text-Question-Answer tuple generated. Distractors would

ideally be similar enough to the answer so they cannot be inferred without

the text, and at the same time be different enough so that they cannot be

taken as a valid answer. Generating distractors is the most tricky part for the

human side. We are usually able to generate these with human knowledge,

that is, with some knowledge external to the text itself, so they pose some

sort of challenge. There are some differences between what a valid distractor

might be for some models compared to what a valid distractor might be to

humans because of that external knowledge of the world.

In our experiments we propose a variety of methods for the generation

of distractors, and test some of them. The most basic ones involve recycling

other answers from other questions as distractors for the shorter answers,

and switching around words for others of the same grammatical category

for the longer answers. Other systems with more outside-world knowledge

might be employed to this end, like ontologies, antonyms or sinonyms, if we

want more elaborated answers.
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If we intend to use this synthetic data for students to train for tests,

more sophisticated methods would be required. However, as we see in the

next sections, for the purpose of making models better more simple methods

suffice.

3.2. Evaluation

3.2.1. Synthetic Data Validation

The first evaluation that needs to be carried out is the initial validation

of the generated synthetic data. What we’re asking here is not really if this

data is useful to our model, which will be evaluated later, but whether these

questions make sense from a human point of view, if the distractors are

coherent and if the questions are challenging enough.

In general, the threshold for the synthetic data to be valid for human

use would be higher, but we aim for it to be at least formally coherent and

diverse enough to provide good training for our model later.

One way to validate if this data is good enough for our model is to try and

train it only on this synthetic data, and seeing if it improves performance

over completely random guesses. If that is the case, we can broadly judge it

to have some predictive capabilities.

3.2.2. Model Evaluation

Once we have judged our synthetic data good enough in form, we have

to evaluate it in function.

In the evaluation process we will be evaluating our newly generated data

in two different ways. In the first one, we will be trying to answer the question

How does the real data compare to the expanded data?, while in the second

one we’ll be asking How would this compare to expanding our initial dataset

with another real dataset?

Our general aim here is to train (or finetune) two models of the same

kind with two different samples, and compare the results of the two models

with the same test set. Let’s expand on the two processes.
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3.2.3. Gains from Baseline

Our first sample will be composed of a real component, that is, a certain

amount of data from an actual man-made dataset, and another synthetic

component, that is, one generated from a Question-Answer-Distractor ge-

neration process of our choice from either the first collection of texts or the

test set. The proportion between the two depends on the texts themselves

and the method we’ll be using to generate the questions.

Essentially, we’re trying to see how big is the performance gain obser-

ved when adding the synthetic data to the previously used train data said

synthetic data has been generated from. To this end we will use the com-

parison between the accuracy after training the model real data and after

training it with both our initial data and the synthetic data generated from

it.

3.2.4. Gains versus Real Data

Assuming a certain amount of information can be extracted from every

text, the quantity of synthetic data we’ll be able to generate will inevitably

be constrained by an upper bound depending on the number of texts and the

amount of information that we’re able to employ from each text to generate

distinct Question-Answer-Distractor tuples.

The second sample we’ll be using will include a copy of the real part

of the first sample, but will be expanded with more real tuples, preferably

from outside the test set, until it meets the size of the first sample.

These two-sample approach means to replicate two different situations.

In the first one, we’re replicating a situation of scarcity where no more data

is available, and is partly subdued by our approach.

In the second one, we aim to replicate a situation where an equivalent

amount of human-made data was provided to our system.
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Data

We’ll be working with two bodies of data, the RACE (Lai et al., 2017) dataset

and the EntranceExams English dataset. Both of them consist of a collection

of exams and tests collected and treated in various ways. In this section we’ll

aim to describe them and cover their caveats.

4.1. Choosing Our Data

The data we’ll be choosing will be based on a series of criteria that we

think will make our experiment easier.

First, we don’t want a dataset that is too small. To simulate data scarcity

we might just work with a subsample of it if it is too large, but if it is too

small we might not be able to generate sufficient data. It ideally has to be

one of the commonly used collections, which are more tested and better

made and thus give us better benchmarks to our approach.

Keeping another collection of data on the side to test if the learning

gains from synthetic data might be applied to another dataset is also a good

idea, and we can use a small collection to this end to also test the limits of

our approach for smaller collections. We end up settling with the RACE (Lai

et al., 2017) collection, commonly used for a lot of NLP tasks as our main

collection, while we will be using the EntranceExams collection as an smaller

collection for some side experiments.

Let’s see them in detail.

http://nlp.uned.es/entrance-exams/
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Figure 4.1: Sample from RACE

4.2. RACE

The ReAding Comprehension Dataset From Examinations, RACE for

short, is a dataset for benchmark evaluation for the task of reading com-

prehension. It was introduced by researchers of the Language Technologies

Institute at Carnegie Mellon University. Its texts, questions and answers are

sourced from exams intended for Chinese students of English in the age ran-

ge between 12 to 18(Lai et al., 2017). It consists of around 28,000 texts (that

the authors refer to as passages) and 200,000 questions generated by human

English teachers, and covers a variety of topics intended originally for eva-

luating human students. One important aspect of RACE that the authors

note as the reason for introducing it is that it has a higher proportion of

questions that require reasoning compared to previous collections. Another

interesting aspect is that candidate options in RACE are human generated

sentences which may not appear in the original passage(Lai et al., 2017),

which is especially interesting for our task at hand. Finally, he dataset is

also designed to cover different styles and domains of knowledge.

It is subdivided in two datasets, middle and high, for those questions

intended for middle school and high school students. In our case we will be

focusing on the middle school ones.

However, it is of special notice that since the articles and questions are

selected and designed to test Chinese students learning English as a foreign
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Figure 4.2: Sample from RACE

language, the vocabulary size and the complexity we might expect out of

the language constructs are simpler than those we would find in news or

Wikipedia articles commonly present in other related datasets.(Lai et al.,

2017) We can see the exact composition of the RACE dataset in 4.3.

Figure 4.3: RACE dataset composition

The kinds of questions that are found within this dataset have been

classified by the authors into several categories.(Lai et al., 2017) The first

of those is Word matching, where the question exactly matches a part of

the article. The answer is self-evident. When it is almost the same but with

different wording it’s called paraphrasing, it will be called Single-sentence

reasoning if it can be inferred from a single sentence of the article, or Multi-

sentence reasoning if it requires more. Finally, a number of them have been

flagged as Ambiguous by human readers, but not so many to be statistically

significant(Lai et al., 2017).

There are some questions where external, real-world knowledge is requi-
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red, but according to the authors it should almost entirely be comprised of

arithmetic knowledge of the basic kind.
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4.3. EntranceExams

Figure 4.4: Sample from EntranceExams

Our second collection, the Japanese University Entrance Exams or En-

traceExams, EE for short, consist on a series of questions with several levels

of complexity and test a widee range of competences, although we’ll be fo-

cusing on the ones intended for reading comprehension in English. In this

case we’ll be trying to evaluate our systems with conditions similar to which

humans are evaluated to enter the University. This dataset has an associa-

ted challenge that has been carried throughout a number of years, so our

EntranceExams sample will be the result of the aggregation of the datasets

spanning the years 2014 to 2016 for the associated Entrance Exams task at

NTCIR, where the exams are created by the Japanese National Center for

University Admissions Tests.

Authors point out that an important difference from previous exercises

is that question types are not restricted, so we encounter the same variety

we do in the RACE dataset.

In our case, we will be making use of a joint collection resulting from the

2014, 2015 and 2016 English exams.

In total, they make up to 289 samples, each composed of a tuple of

Text-Question-Answer-Distractors.

As a final note, we transform this data to match the dataset structure

http://nlp.uned.es/entrance-exams/
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of the RACE sample we selected, and make sure the answers are equally

distributed between the different options, so as not to introduce a bias in

the process of training the model that might influence the scores.
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Choice of Technologies

Once we’ve chosen our data, in this chapter we will go over our choice of

technologies for the particular implementation we’ll be using for the experi-

ments.

5.1. Question Answering Model

Our criteria followed for the choice of a Question Answering model aimed

to select a series of models that had proven learning capability for the task at

hand over the already selected dataset. If the model is able to learn a great

deal from the dataset and offer good results, it follows that there is a large

range of learning where we can experiment with samples of different sizes

and be able to see the improvements with suficient statisticall significance.

If this weren’t the case, the gains from the expanded dataset could be too

small to be significantly measured.

Another important aspect to take into account is if the model is able to

learn enough with samples not so big as the whole dataset, that is, some

significant gains are improved at smaller sample levels. This will allow us

to cater to a wider range of experiments with smaller samples, to test out

the limits of our data generation approach, that is, how far we can get with

only a very limited number of small samples.

These two coupled with a general need for smaller resource requirements,

and fast enough to allow for iteration of very different experiments. If our

model were to be very slow, this would greatly impact our capabilities for

experimentation.

We would also hope for a good out-of-the-box behaviour on the dataset,
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without having to tune the parameters too much. This made us focus on

modern approaches like those of transfer learning, mainly those based in

BERT.

To choose one kind of transfer learning model over the others, we per-

formed the first part of our experiment, the benchmark for a small sample

of real data, and compared the results and the time involved to get them.

This process can be read about in detail in the next chapter.

5.2. Question-Answer-Distractor Generation Pro-

cess

The first requirement for this model would be that it wouldn’t be trained

on the RACE collection, so as to avoid leakage of information.

Ideally it would have to allow us to generate diverse Question-Answer

pairs, and be able to extract as many questions as needed from each text.

This lead us to explore an extractive QA Generation Model. This would

allow us to measure the quantity of information that we can extract from

each text as the number of answers that can be selected within the text that

the model can generate questions from, as well as allow us to pass passages

to it and get questions for longer answers. This however poses a fallback,

in the sense that our questions will be less abstract and present within the

text.

Keep in mind that nothing in our theoretical approach so far limits us to

only one of these models, we could mix them together to generate increased

amounts of synthetic data. However, for the sake of simplicity we will be

making use of only one.

As for Distractor Generation, we selected a number of strategies with

varying degrees of complexity. These are developed in more detail in the next

sections, but involve either selecting other question candidates, switching

around words in other passages or selecting words from a valid grammatical

category present within the texts.

5.3. Experiment Strategies

It is now that we introduce the concept of a strategy for us, that will

mainly refer to a procedure chosen to generate the question-answer-distractor
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pairs from a given text, from the ones we’ve exposed in the previous section.

Each strategy will generate a different Synthetic Sample from the same real

sample from the RACE collection, whose size will be specified in the next

chapter Baselines.

The first collection of synthetic data we’ll name Strategy I , and will

consist of selecting all Nouns from a text as answer candidates, and selecting

the distractors for each question for the pool of nouns generated from said

text.

In turn, Strategy II will consist of longer answers, selected from gram-

matically coherent phrases or parts of phrases within the text. For the dis-

tractors, we will use the other candidate phrases.

Finally, Strategy III will use a mix of nouns and other grammatical

categories, but otherwise be the same as Strategy I, with short answers

and distractors. Inthis strategy, the distractors need not be of the same

gramatical category as the correct answer.

Without further delay, let’s move to the actual experiment, starting with

the baselines.
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Baselines

In the first phase of our experiments we will set the benchmark baselines

our results will be compared against. These will serve as ceilings and floors

of our experiments’results, and allow us to grasp a sense of how well our

tests are doing versus the best and worst case scenarios.

We’ll be testing a number of pretrained models to see if they show any big

advantages for later use. What we’ll be looking for here is a balance between

the model gaining enough accuracy through finetuning so the experiment

can be carried with a degree of confidence and utility. Another requirement

would be that the finetuning process doesn’t take too long for our desired

samples, since our experiments will present a certain degree of iteration, that

is, they do not take too long to train a single sample.

The main differences between the models we’ll be testing are explained

in the following table6.1, and will be detailed later on.

In parallel to the decision of model, we have one remaining decision

influenced by the choice of model, the one having to do with the dataset

sizes to be used in this experiment.

At this point we’ll be experimenting with different sample sizes and

finding out that 10,000 samples are enough to carry out our experiment

with confidence without taking too much to finetune the models, while at

the same time providing enough texts so our synthetic data can grow up to

a big enough size.

First we’ll be taking a look at the baselines without finetuning for diffe-

rent variants of BERT. Given our previous experience, we expect the model

to require some finetuning to be useful for this task, as it does with most

downstream QA tasks.
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Figure 6.1: Differences between BERT types as seen here

To make sure our preprocessing of the data is indeeed correct, we’ll be

making use of an already-finetuned ROBERTA variant, from which we ex-

pect high accuracies if we’ve preprocessed our data correctly for the models.

From now on, every accuracy is given as a floating point number with

four decimals of precision, and a random seed has been set on the system

for replicability. We will also be calculating the scores resulting of training

on the whole EE dataset.

distilbert bert roberta-large finetuned

Accuracy for RACE 0.2541 0.2572 0.2585 0.8231

Accuracy for EE 0.2553 0.2524 0.2562 0.7629

Table 6.1: Baseline Accuracies without finetuning

As expected, the accuracies around 0.25 indicate no better than random

performance, since we have to pick between four options for each answer.

More important than that, we see that the large finetuned model is able to

test our samples, which indicates that we’re preprocessing them correctly

for the model, and gives us peace of mind moving on. Since no finetuning

has been carried on for these intiial benchmarks, the choice of model is not

yet clear.

The small differences for each model can be accounted for the variety in

https://towardsdatascience.com/bert-roberta-distilbert-xlnet-which-one-to-use-3d5ab82ba5f8
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Accuracies distilbert-base bert-base-uncased roberta-large

Accuracy for RACE 0.4451 0.4821 0.5232

Accuracy for EE 0.4096 0.4827 0.5328

Table 6.2: Baseline Accuracies training with 10,000 samples of RACE

size and parameters. With BERT base we’re making use of 110 million para-

meters, ROBERTA large accounts for 340 million parameters and Distilbert

66 million parameters in the base version. In the case of Distilbert and BERT

they have been trained with 16GB of data, and ROBERTA 160GB of data.

Of course, the base BERT model is a form of Bidirectional Transformer from

which the other ones are distilled.

As for the sample size that we’ll be using to finetune, we have the pre-

vious reference of finetuning with the whole dataset yielding accuracies of

0.82. What we’re looking for here is to detect a bracket of increment in the

sample that posseses a large enough bump in accuracies so that the results

of generating synthetic data can be scaled within, that is, we can observe

an smaller increment with some statistical significance.

To reach this end, we start with small samples of 1000 and increment

them in brackets of 1000, until we get a baseline that we judge sufficient

enough for the model to have learned some data, around 0.5.

After trying with incremental sizes, we arrive at a comfortable size of

10,000, which also allows for a somewhat managable finetuning time, is fast

enough to generate a sample of that size in synthetic data, and a scaling of

up to 20,000 yields a high enough accuracy to appreciate differences within.
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Synthetic Data Generation

Once our baselines have been stablished we move on to outline the process

we’ll follow for the generation of our data. This new data, of the same form of

the real RACE and EE samples presented in Chapter 4 but generated from

those through our own process, will receive the name of synthetic data.

This process will start by taking a text from a sample of the RACE or

EE collection.

From this text some answer candidate will be selected following one of the

strategies we presented earlier(5.3). After this candidate is selected, we will

need to generate the corresponding question and some suitable distractors

for it. The question will be generated through the T5 model, and for the

distractors a series of different strategies might be followed.

At this point it’s worth mentioning that suitable distractors for humans

must pass a must a rather high threshold compared to what we’ll be doing

here, but for the sake of generating them automatically and fast we’ll be

giving up on that for the moment.

Our intuition here said that even if these distractors would not be so at

all for a human, for a model they might have value. An aspect that we’ll be

incorporating into our strategy that is taken from human-made distractors

is to include distractors that are present throughout the text.

We think that this will help the model identify some parts within the

texts better, instead of just checking whether the distractor is present,

although it’s difficult to test this hypothesis in a somewhat robust man-

ner other than trial and error of generated samples.

These constraints identified, we can nonetheless undertake a procedure

that goes as follows.
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Figure 7.1: Procedure to generate a Synthetic Sample

7.1. Answer Extraction

The process of extracting the candidate answer from the text starts by

parsing the text with Spacy and generating an structured document that

contains the grammatical tags as well as the subdivision by phrases and the

named entities recognized within.

Once that is done, we have followed a number of different strategies to

choose the answer candidates that will impact in turn the question genera-

tion and the future generation of distractors.

On our most simple strategy, we select the Nouns as candidates. Each

text will have as many candidates as unique nouns within it. Once they

have been selected, we make sure to shuffle them so the order they appear

in doesn’t introduce a bias in the generation of the questions. We have tried

some variants of this strategy like selecting different categories that might

make sense like adjectives also.

In another strategy, we select phrases and parts of them within the text.

These are detected as such by Spacy so they are grammatically meaningful,

making sure there are no phrases cut in the middle or other analogous cases.

7.2. Question Generation

No matter the chosen strategy, each of the candidates is then passed

as input along with the text to the T5 model, that as we had seen is a

sequence-to-sequence question generator which takes an answer and context

as an input, and generates a question as an output.

This method for question generation will remain the same for the diffe-
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rent extracted answers. We made sure that the version of T5 we were using

had been finetuned on a collection other than RACE so as to avoid leaking

information from the test set into our process.

7.3. Distractor Generation

For each of these Answer-Question generation methods, we’ll be testing

out several distractor strategies.

They will mainly be extractive, that is, we’ll extract the distractors from

the text itself, within the candidates for other questions.

For answers that are of a longer form, like phrases, we’ll also try changing

some words around to see if they provide better or worse distractors than

those.

Once all of this has been done, we have generated a number of samples

that will allow us to test how different forms of questions, answers and

distractor impact the improvement this data will make to our models.
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Validating Synthetic Data

After going through the process of generating our synthetic data, we will

take some time to illustrate some of the generated samples as well as talk

about how we’ve made sure that these samples actually provide value.

To this end there’s a number of checks to be made.

First, we’ve done a visual analysis of all the samples to make sure that

they’d make sense to a human. For example, let’s take a look at the following

text present in the RACE middle collection

Figure 8.1: Text 1, from the RACE collection

This is a typical text for the collection, not too long and not too short

either. This text has been parsed for T5 and some candidates to be answers

have been selected according to some strategy. The result of this process

is something like the following, for a strategy that would select nouns as

candidates and selecting the first three pairs generated, that is, our Strategy

I (5.3).

As we can see, to a human reader these questions have an obvious answer

that can be reached without reading the text itself in most cases. However,

to a computer system who doesn’t know that humans cannot just go to wall
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Figure 8.2: QA pairs generated for Text 1

after breakfast or that Mike is not likely to be a thing that could be on the

wall this might provide good enough information.

Let’s now move on to take a look at the results of another strategy,

Strategy II (5.3)this one taking phrases or chunks of them from the text as

answers.

Figure 8.3: Text 2, from the RACE collection

Text 2 is another standard text as we can see, a short story without

much special compared to other texts from RACE.

The collection that we’ve generated from this presents similar properties

as the last one as we can see. A considerable number of these questions

wouldn’t even force a human to read the text, but they nonetheless present

a good aid to computer systems that lack the human context.

This is the case too with the collections generated for the EntranceExams

texts, that as we have seen have a lot in common with those of RACE.

Now, after the initial visual exploration of the different strategies follo-
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Figure 8.4: QA pairs generated for Text 2

Figure 8.5: Text 3, from the EntranceExams collection

wed for samples and distractor generation has been done, and we’ve visually

checked that the samples therein are at least somewhat readable and might

be useful, it’s time to make further evaluations of their predictability.

Initially, what we’re trying to see is if they hold any predictive value at

all, what we called the stage of validation in our initial proposal.

We’ve already stablished the baselines in the previous chapter, and although

we don’t expect these synthetic samples to fare better than real data, one

would expect that if we use only synthetic data to finetune our models we

would end up somewhere between the baseline, no-finetuned accuracy and
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the real data.

Finally, we would expect that samples generated from one collection fare

better in that collection.

At this point we found the first obstacle, because we detected the En-

tranceExams collection didn’t contain enough texts to generate a meaningful

medium-sized synthetic data collection.

This problem is explored in Limits of Synthetic Data Generation in de-

tail, but for now we’ll focus on three different sets of 10,000 synthetic samples

each, all generated from the same RACE collection of 1000 texts.

Other little variations were tested and iterated through, but in the end

yielded similar performance. These iterations included small changes like

mixing phrases and different grammatical categories as distractors and ans-

wers or giving priority to Named Entities as distractors and candidates. In

the end, we opted for these three to illustrate the process and follow through

with the analysis.

Strategy I Strategy II Strategy III Real Data

On RACE test
set

0.3742 0.3834 0.3796 0.5362

On EE 0.3367 0.3452 0.3474 0.5139

Table 8.1: Accuracies for BERT-base-uncased finetuning with 10,000 synthe-
tic data
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As we can see, the three of them present similar predictability potential,

improving the .25 baseline without finetuning, and remaining below the

performance of real data as expected. Let’s move on to see if we can combine

them with real data to improve model performance.
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Evaluating the Use of

Synthetic Data

Since we saw that the different strategies followed for synthetic data gene-

ration yielded similar predictability, we’ll move on and use them in combi-

nation with real data to see if one of them proves better.

The main application of our research will be to improve model perfor-

mance, so the most valuable results will come from comparing finetuning the

model with an initial sample of real data to finetuning the model with real

data expanded with synthetic data generated from said data, that is, without

introducing synthetic data generated from texts not contained within said

data. This collection will be called Expanded w/ Synthetic Data.

However, for the sake of experimenting, we’ll also test the results of

generating this synthetic data from previously unseen texts. We expect these

to have better results than the others, since they have new data, but not

quite as good as the real data equivalent. This we will call Expanded w/ new

Synthetic Data, and for each table will be generated with the correspondant

strategy.

In both cases we’ll be working with samples of size 10,000 from RACE,

which is equivalent to 1000 different texts. This is a good number because

all of the RACE texts admit at least 5 questions, so we make sure that we

can generate enough questions from each of them, while keeping the dataset

sizes small enough to run in our local environment but at the same time

large enough to demonstrate decent results and be able to see the difference

between samples, as well as demonstrating use in a scarcity context.
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We provide two baselines: one taken from finetuning BERT with the

base 10,000 samples from RACE, and one taken from finetuning BERT

with 20000 samples from RACE. We expect these to act as the theoretical

minimum and maximum to reach with these texts.

In the process of experimenting with the data we found some natural

limits to the size of the synthetic samples we were able to generate from a

given real sample, which will be explored further in the next chapter.

For each experiment we will also test if this learning process is also

improved while being tested on the EntranceExams dataset.

9.1. Experiment I: Short Answers

The first experiment is with synthetic data generated with nouns as

answers and distractors, that we called Strategy I (5.3). We will do it for

both previously seen texts, Expanded w/ Synthetic Data, and new texts

Expanded w/ new Synthetic Data.

Finetuning
with 10,000
Real Data

Expanded w/
Synthetic Data

Expanded w/
new Synthetic
Data

Expanded w/
Real Data

On RACE fi-
netuned with
10,000 RACE
samples

0.5362 0.5853 0.6258 0.6731

On EE fine-
tuned with
10,000 RACE
samples

0.5139 0.5571 0.5924 0.6428

Table 9.1: Accuracies for BERT-base finetuned with 10,000 RACE samples

We can see that some noticeable improvements have been detected with

the use of synthetic data, although it is of the most simple form we have.

In the case of working with data from a new dataset, it seems that the

effect of knowing the texts that it’s going to be exposed to beforehand can

help the system perform better in the new questions, and this is a constant

that we’ll see in the next experiments aswell.

Let’s move on to other strategies with longer Answers and Distractors.
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9.2. Experiment II: Longer Answers

For our second experiment we’ll use samples generated with phrases as

answers and distractors, that is, Strategy II (5.3).

Finetuning
with 10,000
Real Data

Expanded w/
Synthetic Data

Expanded w/
new Synthetic
Data

Expanded w/
Real Data

On RACE fi-
netuned with
10,000 RACE
samples

0.5362 0.5712 0.6058 0.6731

On EE fine-
tuned with
10,000 RACE
samples

0.5139 0.5371 0.5724 0.6428

Table 9.2: Accuracies for BERT-basefinetuned with 10,000 RACE samples

9.3. Experiment III: Different Grammatical Cate-

gories

And now with short answers of different grammatical categories as ans-

wers and distractors, that is, following Strategy III (5.3).

Finetuning
with 10,000
Real Data

Expanded w/
Synthetic Data

Expanded w/
new Synthetic
Data

Expanded w/
Real Data

On RACE fi-
netuned with
10,000 RACE
samples

0.5362 0.6053 0.6258 0.6731

On EE fine-
tuned with
10,000 RACE
samples

0.5139 0.5771 0.5924 0.6428

Table 9.3: Accuracies for BERT-base finetuned with 10,000 RACE samples
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9.4. Experiment IV: Distractor Variation

As a final experiment we’ll use a different method for the distractor

generation in one of our strategies. We’ll be modifying Strategy II (5.3),

changing the words in our answer phrase for others of the same grammatical

category, that is, introducing variance within the words in the answer instead

of changing the phrase entirely. This is achieved by choosing words of the

same grammatical category found within the text, changing all the nouns

within each of them.

Finetuning
with 10,000
Real Data

Expanded w/
Synthetic Data

Expanded w/
new Synthetic
Data

Expanded w/
Real Data

On RACE fi-
netuned with
10,000 RACE
samples

0.5362 0.5512 0.5858 0.6731

On EE fine-
tuned with
10,000 RACE
samples

0.5139 0.5316 0.5524 0.6428

Table 9.4: Accuracies for BERT-basefinetuned with 10,000 RACE samples

As we see the accuracy achieved is lower, maybe due to the answer now

having the property of being the only text present literally in the text, and

thus being easier to spot.

9.5. Conclusions

As we can see, the four experiments yield promising results. Small diffe-

rences within the strategies can be found, although not significant enough

to prove any of the three strategies a definite best for the general case. The-

se experiments have demonstrated that synthetic data can indeed be used

to improve model’s performance, and that following even simple fast and

automated procedures for distractor generation can be useful and improve

performance.

In all experiments, the result of making these synthetic questions from

new texts that the system was then to be evaluated on gave, as expected,
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better results overall. This might be useful for certain systems where answe-

ring new answers doesn’t need to be immediate, and so a finetuning of the

system with these synthetic questions can be carried on before answering the

new questions. If our purpose is to produce a finished system that produces

answers quickly, the approach in which we generate the synthetic data from

the original train sample should be preferred.

These types of synthetic data might not present the best use for human

use cases, but nonetheless are cheap and fast to make and give our models

better performance.

Improving distractors so these questions and answers however might pro-

ve a different task altogether, since what is a good distractor for humans

is completely different from which distractors might be good to use in the

context of models.

It is also worth noting that the improvement in accuracy was also trans-

fered to the results of testing on the EntranceExams dataset.

For now, we’ll explore the limits of this approach we mentioned earlier in

the next chapter as well as go into detail on some of the problems revealed by

trying to generate relatively large collections with extremely small numbers

of texts like those of EntranceExams.





Chapter 10

Limits of Synthetic Data

Generation

Although as we have seen the synthetic data we’ve generated has aided in

improving our models, there are some limits to this approach that we found

in the previous experiments. We will explore some of them to see if more

insights can be gained.

First and foremost there is a limited amount of information contained

within each text, and in extension within the training sample we have access

to.

Even with a wide array of strategies selecting the correct answer candi-

dates, if they are to be found within the text, that is, following an extractive

approach, we are limited to at most every combination of consecutive words

within the text, with the additional requirement that they ought to make

grammatical sense in isolation.

This theoretical limit to the extractive approach to question generation

also applies to distractor generation, since there are only a few grammatically

valid ones within the text.

It is also intuitive to us that if we were to simply replace different dis-

tractors in a synthetic sample and expand our sample in that way, the gains

in predictibility would be less than with a newly made sample, but that

would have to be investigated in future work.

In this section however we will explore the limits of the methods proposed

within this work, to show that if a sample is small enough the quality of the

data generated won’t be sufficient to improve performance, and can even
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impact performance negatively in some cases.

10.1. Expanding Small Samples

The first of the experiments carried within this section has synthetic

data generated with the Strategy I approach(5.3).

In the previous chapter our first experiment started out from our small

EE dataset, where the train split of which has in total no more than 30

unique texts, with several questions for each of them. Let’s see how it behaves

when we expand the sample through our previous means to larger sizes.

Not Expanded Exp w/ 200
synthetic

Exp w/ 300
Synthetic

Exp w/ 1000
Synthetic

On EE test
subset

0.23 0.22 0.23 0.21

Table 10.1: Accuracies for BERT-base-uncased finetuning with data genera-
ted from EE - train

In this case we’re seeing the model obviously overfitting to the train set

in the overtuning process, seeing how the performance actually decreases

relative to baseline.

This is a minimal example of a situation we’d encounter everytime we

overproduce synthetic texts from a smaller source, to the point where no

new information is being fed to the model but instead variations of the

same questions with different distractors over and over, as a result of our

question generation procedure being deterministic for an answe-text pair.

10.2. Beating real data

In our second experiment, our purpose is different.

Here we have a larger playground to play with, around 10,000 new data,

and we’re trying to beat the improvement to the model resulting from adding

these 10,000 samples to the finetuning set with as many synthetic questions

as we can generated from previously seen data.

Here, we’ve used a mix of the strategies discussed in the previous section

(strategies I, II and III) to generate 20000 synthetic samples, that give a
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Not Expan-
ded

Exp w/
10,000
synthetic

Exp w/
20000
Synthetic

Exp w/
30000
Synthetic

Exp w/
10,000 real

Accuracy 0.5362 0.5953 0.6553 0.6751 0.6731

Table 10.2: On RACE finetuned with 10,000 RACE samples

better result than the previous baseline. So, for our particular sample, 30000

synthetic data have beat 10,000 new data.

The question however remains if this is something that can be achieved

for any dataset and any sample, given that we can see that the more synthetic

data we generate from a given text with our strategies the smaller the gain

results.

In any case the quality of the synthetic data generated will be a function

of the number of texts available, their size, and the candidate answers.

This also shows that different strategies from the previous section can

actually be combined to further improve model behaviour, although it is mo-

re expensive either time if it cannot be parallelized or resources nonetheless

to do so.

10.3. Playing around with the distractors

In this experiment we try to feed the model with several different ver-

sions of the same Text-Question-Answer tuple where only the distractors

are changed for other options preselected from the pool generated from the

text as in Strategy I. By doing this, we expand our sample greatly at a lower

cost.

Not Expan-
ded

Exp w/
10,000
synthetic

Exp w/
10,000
Synthetic
+ 10,000
Distractor
Variations

Exp w/
10,000
Synthetic
+ 20000
Distractor
Variations

Accuracy 0.5362 0.5953 0.6132 0.6288

Table 10.3: Accuracies for BERT-base-uncased finetuning with 10,000 real
data

As we can see the gains from it are lower than with the whole expanded
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collection. As expected, the amount of information that the model is able

to learn is not neglilible, but nonetheless smaller. The positive side to this

approach, generating distractor combinations is much easier than generating

new question-answer pairs, so there’s this remains nonetheless a cheap way

to make our synthetic data help if ever a little bit more.

It however remains another line of work to see if for some cases where

better distractors can be generated automatically, or even if this is feasible

for other distractor generation strategies.



Chapter 11

Conclusions and Future

Work

We’ll finish our exposition with a compilation of all the results we’ve reached

throughout this work as well as where more work is needed to reach conclu-

sions or expand the experimentsútility.

As we have seen, we have achieved a fast and robust process to generate

basic Question-Answer-Distractor tuples that have been pivotal in improving

our models’performance.

In our strategies these tuples have taken the form of certain short words

or passages extracted from the texts themselves, and nonetheless have proven

to be useful in expanding the accuracy of the models.

For our other objective though, aiding in the human case, this generation

strategy proves to be lacking. Most of the samples inspectioned failed to

pose a real challenge, often not even requiring that the text be read to be

answered correctly. This later problem may be addressed by asking humans

to simply tweak the distractors manually, already a magnitude of work less

than generating the whole question, answer and distractors, or trying to

detect the ones that do not make sense through other means like converting

the question to an affirmative sentence and checking the probability of being

the next word for each distractor.

In the context of data scarcity, we’ve detected some limits to the amount

of valid questions we’re able to generate from a given text, some of the limits

at least owing to our choice of a extractive QA generation procedure. These

limits could be slightly expanded through the use of different distractors, as
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we’ve seen in the last section, but we run into a hard limit nonetheless.

For this case, we’ve illustrated the limits of our approach with the En-

tranceExams collection that we weren’t able to expand substantially due to

the number of text present being too low to extract sufficient samples from.

As a consequence of this limit to the information we’re able to extract,

we detected some overfitting that led to worse accuracies when trying to

generate too many synthetic samples.

We were able to show decreasing gains for our particular sample showing

a logarithmic approach to a theoretical ceiling in our particular case and

sample, but more work is needed to make these results more robust and

detect whether this is the case with other strategies.

In this case, intuition tells us that there is a limit of information to be

extracted for each text, and thus no matter the strategy followed for the

Question-Answer-Distractor generation we will run into one such limit to

performance gains.

It could be interesting to compare whether different strategies for Question-

Answer-Distractor generation have different ceilings, thus some being parti-

cularly good for smaller samples in the context of data scarcity we’ve dealt

with throughout this work.



BIBLIOGRAPHY

Bibliography

[Alberti et al.2019] Alberti, Chris, Daniel Andor, Emily Pitler, Jacob De-

vlin, y Michael Collins. 2019. Synthetic QA corpora generation with

roundtrip consistency. En Proceedings of the 57th Annual Meeting of the

Association for Computational Linguistics, páginas 6168–6173, Florence,
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Orleans, Louisiana, Junio. Association for Computational Linguistics.

[Du y Cardie2018] Du, Xinya y Claire Cardie. 2018. Harvesting paragraph-

level question-answer pairs from Wikipedia. En Proceedings of the 56th



54 BIBLIOGRAPHY

Annual Meeting of the Association for Computational Linguistics (Vo-

lume 1: Long Papers), páginas 1907–1917, Melbourne, Australia, Julio.

Association for Computational Linguistics.

[Du, Shao, y Cardie2017] Du, Xinya, Junru Shao, y Claire Cardie. 2017.

Learning to ask: Neural question generation for reading comprehen-

sion. En Proceedings of the 55th Annual Meeting of the Association for

Computational Linguistics (Volume 1: Long Papers), páginas 1342–1352,
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